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Executive Summary 

Deliverable D5.6 "Technical Evaluation, Validation and Assessment Report (2)" will present the final analysis 

performed from the implementation and validation activities of aerOS within its five industrial pilots. The 

document consolidates the results from setup, development, and integration phases, assessing both technical 

and operational achievements through KPIs. 

This is supported by the technical KPI evaluation, which shows an 87% completion rate, reflecting the 

robustness, interoperability, and scalability of the aerOS architecture with its Meta-OS capabilities. Pilot KPIs 

were defined in five domains: Smart Manufacturing, Renewable Energy Edge Continuum, Cooperative Mobile 

Machinery, Smart Ports, and Sustainable Buildings. Several achieved around 92% success, demonstrating the 

adaptability and efficiency of the platform in different environments. Impact KPIs are strong in communication, 

dissemination, standardization, and exploitation with most targets exceeded, thus validating the strategic 

outreach and sustainability of the project. 

Moreover, the requirement coverage analysis performed confirms that 98% of the technical requirements and a 

very high proportion of the user and system requirements were fully or partially covered, thus ensuring full 

traceability to project objectives. In general, D5.6 validates aerOS as a mature, cross-domain, and value-driven 

Cloud-Edge-IoT continuum solution ready for large-scale adoption.  
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1. About this document  

This deliverable summarises the final validation, evaluation, and assessment activities conducted within the 

aerOS project, with a focus on the technical and operational achievements derived from real-world pilot 

implementations. Building on previous deliverables (D5.4, and D5.5), it brings together the final experimental 

evidence from pilot deployments, technical KPIs, and impact indicators, providing a comprehensive overview 

of how aerOS fulfils its design objectives. 

Sections 2 to 7 present: 

• Section 2: Results of setup, integration, and validation across all pilots, 

• Section 3: Evaluation of technical KPIs confirming system functionality, performance, and 

interoperability, 

• Section 4: Validation of pilot KPIs measuring operational efficiency, sustainability, and scalability, 

• Section 5: Analysis of impact KPIs on dissemination, exploitation, and standardisation, 

• Sections 6–7: Detailed requirements coverage and final Key Value Indicator analysis. 

1.1. Deliverable context 
Table 1: Deliverable context 

Item Description 

Objectives 

The main objective of Deliverable D5.6 is to present the final results of the aerOS validation, 

technical evaluation, and performance assessment activities. It consolidates the evidence 

gathered from pilot deployments, verifying the successful integration and operation of the 

aerOS architecture and its components across diverse industrial and societal domains. 

Furthermore, it measures the achievement of technical, pilot-specific, and impact KPIs to 

demonstrate the effectiveness, scalability, and sustainability of the aerOS Meta-OS solution. 

Work plan 

The work plan followed a structured approach that built upon previous deliverables (D5.2, 

D5.4, and D5.5). It included: (1) completion of the technical integration and deployment 

activities across all pilots, (2) execution of the validation plan and KPI measurement 

framework, (3) analysis of requirement coverage and overall system maturity and (4) 

assessment of results through Key Value Indicators (KeVIs). 

Milestones 

There are not any specific milestones associated to the delivery of D5.6. However, it 

contributes to the achievement of: 

• MS 2 Use cases and requirements 

• MS 3 Components defined 

Deliverables 

The deliverables that are related with D5.6 are: 

• D5.2 - Integration, evaluation plan and KPIs definition (2) - (M18) 

• D5.5 - Technical evaluation, validation and assessment report (1) - (M24) 

• D5.4 – Use cases deployment and implementation (2) - (M37) 

Risks No risks have been identified in D5.6 

1.2. The rationale behind the structure 
Deliverable D5.6 is structured in such a way as to clearly and logically present first the validation and evaluation 

outcomes of the aerOS project in an evidence-based manner. It follows the methodological approach defined in 

D5.4, guaranteeing continuity in the documentation of the technical progress and related validation activities. 

The integration results are summarized together with the validation processes carried out in all the pilots and 

the final assessment of KPIs and KeVIs that will jointly prove the maturity of the aerOS ecosystem. 

Each part of the deliverable matches a dimension of the evaluation process. Section 2 provides the aggregate 

outcome of the integration and validation work carried out across the pilots. Then, Sections 3 to 5 detail the 

technical, pilot, and impact KPIs analyses, respectively. Moving on, Section 6, focuses on the system 
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requirements coverage, drawing a direct relationship between the validation results and the project objectives. 

Section 7 describes the expanded KeVI methodology in comparison of the analysis which was introduced in 

D5.5 as well as the results and the key values that reached and indetified in every pilot. Finally, Section 8 

provides a summary of the the results of all these efforts and the conclusions, offering a consolidated view of 

the overall achievements and the final validation of the aerOS ecosystem. 

1.3. Deviation and corrective actions 
According to Amendment #2, all tasks under Work Package 5 were extended, including Task 5.4, to which 

Deliverable D5.6 belongs. As a result, D5.6 is submitted in Month 38 instead of Month 36. This extension 

was applied at the overall project level, providing an additional two months to maximize project impact, fully 

achieve and even surpass the objectives and KPIs, and ensure high-quality reporting.  
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2. Final Report on Results of Activities 

2.1. Summary of activities reported in previous deliverables 

The succeeding paragraphs summarize the pilot activities executed until M35, followed by the reporting of the 

validation activities in the next section 2.2 

Pilot 1.1 — Green manufacturing & CO₂ footprint 

The SIPBB “Lighthouse” drone line was reconfigured in early 2025 (several stations rebuilt), which affected 

the original asset plan and shifted effort toward integration on the updated line. 

Architecture actually deployed. A Raspberry Pi (Node-RED) collects station data at the edge; a ProLiant 

MicroServer hosts two VMs forming a Kubernetes cluster where aerOS services run; Orion-LD receives the 

station data. The Edge-vs-Cloud table shows the move from manual API pulls to managed services on K8s with 

edge data collection. 

Stations & dataflows used. 3D Printer Farm, Smart Conveyor, Quality Check, Packaging, and the SMC Air 

Management System were integrated into the pipeline. Figures document Node-RED ingestion, Orion-LD state, 

and long-term storage (Prometheus/PostgreSQL). 

Dashboards & outcomes. Dashboards visualize per-order carbon footprint and energy consumption; aerOS 

“basic” and “non-basic” components are listed as installed for this pilot. 

DPP & compliance activities. The team built a Digital Product Passport data trail: component classification 

(supplied vs in-house), logistics footprint estimation, packaging, and total footprint calculation for each drone. 

They also experimented with the Gaia-X Wizard for credential issuance/signing. 

Pilot 1.2 — Automotive smart factory zero-defect metrology 

Deployment path. First a PoC with Entry Domain services at NASERTIC (identity/access control + secure 

connectivity), then full migration to Innovalia; final deployment at AIC with multiple CMMs operating in a live 

metrology setup. 

The final architecture comprises three domains: (1) Entry (Keycloak/OpenLDAP, gateway), later moved to 

Innovalia; (2) Innovalia Metrology domain with CMM-adjacent edge IEs; and (3) M3 Software domain for 

metrology operations. Communication uses the OPC-UA RobotLink Server; CMMs are linked to the edge 

infrastructure (no direct HLO on machines). 

Standardized machine access. A dockerized RLOPC service exposes machine parameters and methods over 

OPC-UA for aerOS/M3/HMI—documented screens list real-time attributes (positions, speeds, probe angles, 

energy values). 

aerOS components & Ops. Screens show the installed aerOS services per domain (Entry and Metrology) and 

the Management Portal views (users, domains, continuum map). 

Validated capabilities. Remote configuration/operation of CMMs, Digital Twin assembly for monitoring/early 

deviation detection, and dynamic execution of measurement services. The Edge-vs-Cloud table documents the 

shift of execution/control from cloud to edge with Self* modules and OPC-UA 

Pilot 1.3 — Zero Ramp-up Safe PLC Reconfiguration 
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Three-tier setup online. Nuremberg runs the physical line (4 AGVs, mobile robot arm, safety door) with edge 

processing; Munich hosts a TSN lab; a restricted cloud tier runs orchestration only, all bridged with secure 

VPNs. Industrial Edge services now execute vision and data collection locally on SIMATIC IPCs, in line with 

Siemens’ data policies. 

Shop-floor network and safety stack in place. Dedicated TechHall subnet with SCALANCE 

firewall/topology; SICK NanoScan3 scanners + Safety PLCs integrated; AGV fleet manager configured with 

maps/paths. 

Operational low-code orchestration. A behavior-tree (BT) workflow drives orders → asset relocation → 

sorting → opportunistic charging; aerOS handles container lifecycle (deploy/start/stop) for skills like 

navigation, lift, safety, ROS–TIA bridge. 

TSN lab and zero-trust connectivity. SoCe MTSN switch with IPC + Raspberry Pi nodes; OpenZiti overlay 

links the TSN lab and primary aerOS domain; management/federation deployed (basic + non-basic components; 

Docker/NATS LLOs). 

Federated secondary domain. NASERTIC configured as secondary for resilience/data-residency; Federator 

sync via OpenZiti entrypoints. 

Pilot 1.4 — AGV Swarm, Zero Break-down Logistics 

Multi-domain pilot stood up. aerOS entry/management visible across the pilot continuum; network and 

domain infrastructure prepared (MADE dedicated network; single-node K3s + Raspberry Pi 5 at 

MADE/POLIMI). 

Order-to-execution flow integrated. Order-manager apps (MADE & POLIMI) containerized with dual-arch 

images and registered in aerOS; NGSI-LD entities in Orion-LD enable order state and event sharing; a synthetic 

order generator supports end-to-end tests. 

AGV navigation stack validated. ROS Noetic with AMCL localization, global planner, RPLIDAR, RViz 

monitoring; web AGV-Commander + Flask API bridge to ROS; end-to-end test from order creation to AGV 

mission confirmed. 

Pilot 2 — Green Edge Processing 

Dual-site IE deployment. Two edge nodes on-prem with Kubernetes; central management on CloudFerro. 

Electrum’s SCADA/IoT backend is connected; PV and RDHx cooling telemetry streams into Orion-LD. 

Energy-price forecasting pipeline running. tgescrapper (ingest), price_prediction (model), and 

data_connector (publish) are containerized and orchestrated; models retrain/roll periodically to improve 

accuracy. 

Right-sized placement. Computationally heavy cloud-mask processing kept in the cloud to balance CPU/GPU, 

while price forecasting, PV, and RDHx analytics execute at the edge. 

LLO improvements and security. LLO patched for nodepool IE selection; semantic annotator/translator 

removed in favor of Data-Fabric connectors; (Kata) runtimeClassName limitations noted for future hardening. 

Pilot 3 — Cooperative Mobile Machinery 
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Vehicle and controller stack in place. SESAM electric tractor (JD) and R975i sprayer integrated; AutoTrac 

RTK guidance operational; TTControl Motion Board with Jetson AGX Xavier runs perception/control. Lab 

testbed is prepared for KPI runs and field validation windows (seasonal). 

Pilot 4 — Smart EU Port  

Predictive maintenance live. Data acquisition from Siemens S7-1500 (STS) and Omron CS1G (straddle 

carriers) via Siemens IoT2050 gateways (Node-RED); 4G backhaul; EUROGATE domain server aggregates 

and orchestrates; EntryPoint moved to AWS and linked by site-to-site VPN. 

Visual inspection pipeline. Large, labelled datasets for container ID/damage/seal; dashboards for damaged-

container evidence; Jetson Orin IE nodes onboarded; aerOS core services deployed at CUT and on Jetsons; 

inference/storage validated. Regarding Continuum integration & security, Port entrypoint and domains 

visible in the management portal; EAT and WireGuard overlay configured to traverse CG-NAT and secure east-

west traffic. 

Pilot 5 — Energy-Efficient, Health-Safe Smart Buildings 

End-to-end smart-building loop closed. Two aerOS domains (Entry + Main) with KubeEdge at far-edge; IoT 

backend and Home Assistant containerized; actuator controls HVAC/air-purifier/dehumidifier from 

optimization targets. 

AI + Optimization + Recommender integrated. Health Index and Environmental Forecasting (XGBoost) 

publish to Orion-LD; an Energy-Efficiency regressor complements the stack; an optimizer computes target 

room conditions; a rule-based desk Recommender (Docker+Helm) serves the GUI over MQTT/NGSI-LD. 

Data Fabric as the backbone. 11 IoT data products defined; Forecasting, Optimizer, Recommender, and GUI 

are all wired through the Data Fabric/Orion-LD; real-time user flows (presence → recommendation) 

demonstrated. 

Scenario 2 — 5G security extensions. OpenCAPIF deployed to expose NEF securely; UPF VNF onboarded 

in the continuum and validated with UERANSIM; RBAC enforced via LDAP/Keycloak/KrakenD. 

 

2.2. Report of Final Validation Activities 
The following tables summarize the last activities performed by each pilot and their results. All the Validation 

activities –including KPIs—and the pending Integration activities, reported on the previous D5.4. Together 

with these activities, descriptions of the pilots and their scenarios can be found. Appendix I includes descriptions 

of the pilots and their scenarios, and complete activity reports, divided by pilots, sub-pilots and activities. 

 

The following table summarises the latest activities carried out by Pilot 1. This table is also subdivided into the 

different sub-pilots of aerOS Pilot 1. The table describes the activity code, its name and a brief summary of the 

results obtained. 

 

Table 2: Activities carried out by Pilot 1 

Pilot 1 - Data-Driven cognitive production lines 

Pilot 1.1 - Green manufacturing (zero net-energy) and CO2 footprint monitoring 

P1-BP1-IA13: aerOS non-basic components All non-essential aerOS components required by the 

pilot have been successfully installed 

P1-BP1-IA14: Integration of data analysis service for 

reports and statistics creation 

The LLM model was tested in SIPBB systems 
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P1-BP1-VA19: Data quality verification The completeness of the time series was verified, and 

the values were found to be within their range. The 

CO₂ footprint predictions were evaluated and 

compared with the actual values 

P1-BP1-VA20: Improvement activities Data flow has been optimized. CO2/PCF data for 

specific products can also be obtained 

P1-BP1-VA21: KPIs validation Please refer to the KPIs section 

P1-BP1-VA2: Qualitative validation Please refer to the KeVI analysis 

P1-BP1-VA23: Evaluation and reporting This section refers to the final evaluation of the pilot 

(if any) and the reporting / documenting of our 

activities in D5.4 and D5.6 

Pilot 1.2 - Automotive Smart Factory Zero Defect Manufacturing 

P1-BP2-VA8: Remote configuration/set-up of the 

CMM instrumentation robotic and kinematic 

configuration 

The configuration has been successfully completed 

P1-BP2-VA9: Remote tactile operation of CMM The movement of multiple axes and tools connected 

to the gauge can be controlled remotely 

P1-BP2-VA10: aerOS assist and optimize the process 

of Digital Twin creation 

The physical gage is digitally reflected through a 

digital twin running on an aerOS-enabled computing 

continuum 

P1-BP2-VA11: Dynamic execution of metrology 

services and Data assembling 

Metrology services can now be executed in a semi-

automated manner, requiring only minimal 

intervention from the metrologist 

Pilot 1.3 - Zero Ramp-up safe PLC reconfiguration for Lot-Size-1 Production 

P1-BP3-VA1: KPI 2.1.8 validation: AGV 

availability > 95% 

The AGVs are now able to charge autonomously 

P1-BP3-VA2: KPI 2.1.7 validation: AGV usage > 80 

% 

The productivity of the robotic arm stations has been 

increased 

Pilot 1.4 - AGV Swarm Zero break-down logistics for Lot-Size-1 Production 

P1-BP4-VA1: Distributed order management across 

MADE and POLIMI domains 

aerOS has enabled more efficient order scheduling, 

achieving measurable reductions in unnecessary 

movements of automated guided vehicles (AGVs) 

and downtime 

P1-BP4-VA2: AGV path planner and navigation 

system 

ROS-based navigation system was validated within 

the POLIMI domain 

P1-BP4-VA3: AI/ML-based outsourcing model The model correctly predicted outsourcing decisions 

with high reliability, ensuring that POLIMI could 

take over orders dynamically 

P1-BP4-VA4: Edge-first deployment of aerOS 

services 

92% of deployed applications now run on edge nodes 

P1-BP4-VA5: Integration with Orion-LD and inter-

domain communication 

The Orion-LD context broker was validated as the 

backbone for semantic interoperability across MADE 

and POLIMI 

P1-BP4-VA6: KPIs 2.1.5 & 2.1.9 Please refer to the KPIs section 

 

The table below provides a summary of the most recent activities conducted by Pilot 2, including the activity 

code, its name, and a brief overview of the results achieved. 

 

Table 3: Activities carried out by Pilot 2 

Pilot 2 - Data-Driven cognitive production lines 

P2-BP1-VA17: First Containerized Edge Node test Power and temperature parameters were checked and 

successfully verified 
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P2-BP1-VA18: K8s setup and test K8s installation was verified as a stable installation 

for both clusters.There were no connectivity issues 

beteween the nodes in each cluster 

P2-BP1-VA19: Second Containerized Edge Node 

test 

Power and temperature parameters were checked and 

successfully verified in the testing environment 

P2-BP1-VA20: Both Containerized Edge Node run 

test with aerOS 

The activity has been successfully validated 

P2-BP1-VA21: HW installation and run test in 

container 

The containers were installed on CF site. Second 

batch of hardware was mounted and connected inside 

P2-BP1-VA22: Scenario 1 deployment and test Hardware (metal containers with PV power source) 

and software (aerOS components) environments are 

prepared 

P1-BP1-VA23: Scenario 1 lessons learned Experience has been gained and lessons learned in 

relation to Scenario 1 

P2-BP1-VA27: KPI validation (1st version) The KPI definitions had been completed and the 

specifications for measuring them had also been 

finished 

P2-BP2-VA24: Configuration Validation test Validation tests were conducted: network 

connection, overall health checks 

P2-BP2-VA25: Scenario 2 deployment and test The deployment and tests have been carried out 

P2-BP2-VA26: Scenario 2 lessons learned Experience has been gained and lessons learned in 

relation to Scenario 2 

 

The following table outlines the latest activities performed by Pilot 3, detailing the activity code, its name, and 

a concise summary of the outcomes. 

 

Table 4: Activities carried out by Pilot 3 

Pilot 3 - High Performance Computing Platform for Connected and Cooperative Mobile Machinery to 

improve CO2 footprint 

P3-BP1-VA1: KPI validation (Lab) Please refer to the KPIs and Appendix I sections 

 

The table below gives an overview of the recent activities carried out by Pilot 4, highlighting the activity code, 

the name, and a short summary of the results obtained. 

 

Table 5: Activities carried out by Pilot 4 

Pilot 4 - Smart edge services for the Port Continuum 

P4-BP1-VA1: Data acquisition Different testbenches have been performed for the 

verification of data acquisition from the different data 

sources 

P4-BP1-VA2: Data Storage Two parallel NoSQL databases have been used for 

data storage 

P4-BP1-VA3: STS and Straddle Carriers AI model 

inference verification 

The different AI-based models have been verified on 

STS and Straddle Carriers real time maintenance 

P4-BP1-VA4: aerOS entrypoint domain – 

EUROGATE domain communication 

Proper communication between two of the pilot 

domains (from the entry point to the EUROGATE 

domain) has been verified 

P4-BP2-VA1: Video storage The video streams captured by the IPTV cameras are 

properly recorded and stored for further used as 

datasets on CV models training 



D5.6 – Technical evaluation, validation and assessment report (2) 

 

24 

P4-BP1-VA3: aerOS entrypoint domain – CUT 

domain communication 

Proper communication between two of the pilot 

domains (from the entry point to the CUT domain) 

has been verified 

 

The table that follows summarizes the recent activities of Pilot 5, listing the activity code, its name, and a brief 

description of the results obtained. 

 

Table 6: Activities carried out by Pilot 5 

Pilot 5 - Energy Efficient, Health Safe & Sustainable Smart Buildings 

P5-BP1-VA25: End-to-End Demonstrator (Seating 

Recommendation) 

The validation scenario has been demonstrated 

through several sequences of activities 

P5-BP1-VA26: Pilot Services Created, Managed and 

Operated by aerOS Orchestrator 

This validation activity evaluates the KPI 2.5.6. 

Please refer to the KPIs and Appendix I sections 

P5-BP1-VA27: Energy use Reduction This validation activity evaluates the KPI 2.5.1. 

Please refer to the KPIs and Appendix I sections 

P5-BP1-VA28: Edge Processing Performance Gains This validation activity evaluates the KPI 2.5.2. 

Please refer to the KPIs and Appendix I sections 

P5-BP1-VA29: Service Availability within the 

aerOS IE 

This validation activity evaluates the KPI 2.5.4. 

Please refer to the KPIs and Appendix I sections 

P5-BP1-VA30: Service Creation / Scalability This validation activity evaluates the KPI 2.5.5. 

Please refer to the KPIs and Appendix I sections 

P5-BP1-VA31: Improvement of Air Quality This validation activity evaluates the KPI 2.5.7. 

Please refer to the KPIs and Appendix I sections 

P5-BP2-VA1: 5G E2E deployment validation with 

VNFs over aerOS (UERANSIM) 

A new NEF capability has been integrated and 

implemented through aerOS in the edge domain 

P5-BP2-VA2: Access Control based on established 

RBAC Rules 

It has been confirmed that the RBACs integrated into 

aerOS effectively enforce the defined policies across 

the entire continuum 
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3. Technical KPIs for aerOS 

The purpose of the technical KPI dimension has been to address the existence, functionality and availability of 

the technical components and features defined and implemented in the aerOS platform. To analyse the technical 

parameters, the assessment has been built upon the results and outcomes from integration, and testing activities.  

To do so, the dimension was in turn split into 11 fields. The below bar chart graph shows the percentage 

achievement of each field withing the technical dimension. 

 

Figure 1: Success rate of technical KPIs per field 

A recap of each field is as follows: 

1. aerOS network and compute fabric: Formed by 6 KPIs, which all of them were beyond the targeted 

values. In particular, a response time for the orchestration of IoT applications about 4.6 seconds (KPI 

1.1.1), with a 100% consistency of deployment compared to app blueprints (KPI 1.1.6) was achieved 

thanks to the implementation of up to 37 Open-source components (KPI 1.1.2) in order to enable aerOS 

to deploy and manage applications spanning the continuum. In addition, the usage of 5G native APIs in 

2 scenarios (KPI 1.1.3) as well as TSN (KPI 1.1.4) in one more has guaranteed that aerOS is a valid 

platform for supporting the demand high levels of network determinism and reliability, as well as 

network awareness. Their use among the different pilots in the project was proved by deployment into 

69 old equipment units that were turned on actionable aerOS nodes (KPI 1.1.5), 

2. aerOS data fabric: 10 KPIs were set up, over which only one was not fulfilled, i.e., a 90% success 

rate. In detail, seven scenarios supported data pipelines (KPI 1.2.1) and semantic and syntactic 

interoperability (KPI 1.2.2), thanks to, among others the support of 3 semantic annotators (KPI 1.2.6), 

with data sources semantically annotated and exposed via Data Fabric (KPI 1.2.7). aerOS was not only 

focused on providing tools for the pilots of the project, but also for its holistic CEI platform, where 3 

ontologies (KPI 1.2.3), 5 data sovereignty initiatives (KPI 1.2.4), 4 type of data sources (KPI 1.2.8), 

and 3 data models on open markets (KPI 1.2.5) were provided. It should be noted that the target value 

of this last KPI was originally set to 5, but it has been shown during the project lifetime that the 3 data 

models already implemented are more than enough for the distributed cloud-edge-iot paradigm of 
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aerOS. Moreover, the use of up to 15 concurrent data pipelines (KPI 1.2.10) was demonstrated, 

guaranteeing latencies in the range of only 0.44s (KPI 1.2.9). 

3. aerOS service fabric field was overviewed with 5 different KPIs, all of them fulfilled. It has 

incorporated more than 100 aerOS services (KPI 1.3.2), including 6 VNF/NetApps to improve 

performance and self-* network reconfiguration (KPI 1.3.1), allowing at least 4 service components can 

be run in different domains although they form part of a single functional service (thanks to aerOS 

network components in KPI 1.3.4), and running along 7 different access network type, including LAN, 

WiFi, 4G, 5G, RFID, or Zigbee (KPI 1.3.5). Last, but not least, it should be noted that 7 out of these 

services can be deployed with the DevPrivSecOps CI/CD pipelines defined in the project (KPI 1.3.3). 

4. aerOS cybersecurity and trust components field was also formed by other 10 KPIs, with 3 not 

accomplished. It included the delivery of 4 dedicated aerOS components all as open-source software 

(KPI 1.4.1), 3 DevPrivSecOps cookbook and good practices manual (KPI 1.4.3). Their groundbreaking 

performance has been proven through a 97,7% of users/device/services properly authenticated (KPI 

1.4.4), with up to 150 authentication requests being handled in parallel (KPI 1.4.5), as well as 100% 

users/device/services properly authorized (1.4.6), with up to 15 petitions handled by the API Gateway 

per second (KPI 1.4.7). Unfortunately, only 4 out of the 8 pilot scenarios proved them (KPI 1.4.2), but 

it has a clear view of the benefits of the cybersecurity mechanisms. Regarding the trust component of 

the project, the use of IOTA in aerOS allowed up to 3-4 transactions per minute per pilot domain (KPI 

1.4.8, although it was expected to achieve up to 5), with a minimal load increased with respect to not 

its use (KPI 1.4.9), and with an average latency difference below 2% (KPI 1.4.10). 

5. aerOS self-* and monitoring: 7 KPIs were identified during the initial phases of the project to ensure 

the monitoring component of aerOS is warranted. All of them except one have been fulfilled. They 

included the support of up to 10 different topologies (KPI 1.5.2), 28 attributes potentially monitored per 

node (KPI 1.5.3), allowing to support the reduction of 30 % of the total running time of a node (KPI 

1.5.1), and permitting any redeployment when needed (KPI 1.5.5). From the self-security side, aerOS 

is capable of autonomously recover at least 5 affected parts of the system (KPI 1.5.6) and detect any 

type of port scanning or DoS attack intrusion (KPI 1.5.7). Like previous field, some of these metrics 

have only been assess in 4 demonstrable scenarios (KPI 1.5.4), which goes below the initial target of 5. 

Nevertheless, it is considered internally among project partners as a huge success. 

6. aerOS decentralised AI field is contemplated along 6 different KPIs, with a relative success rate of 4 

out of 6. While the platform is able to realised a decentralized AI/ML with scalability comparable to 

centralized approach with 3 different applications (KPI 1.6.1), validated with a comprehensive support 

with 2 XAI and 2 frugal applications (KPI 1.6.3), plus 3 decentralized frugal AI techniques (KPI 1.6.5) 

and 2 explainable AI techniques (KPI 1.6.6), only 1 cookbook/good practices manual for explainable 

frugal AI near the edge has been delivered (KPI 1.6.4), which can be the reason of acknowledgement 

of project partners, so that only 15% of energy consumption has been reduced due to moving AI from 

cloud to the edge (KPI 1.6.2). 

7. aerOS common API field is related to the easiness of integration inside and outside aerOS platform. 

To enable that approach, 4 KPIs were set, which have been achieved. In particular, 88% of aerOS core 

services are exposed through OpenAPI standard (KPI 1.7.1), including 5 protocol buffers (KPI 1.7.3) 

that enhances the efficiency and reliability of data interchange between modules. This could not have 

been achieved if there was not the 2 OpenAPI UIs for documenting APIs and generating code (KPI 

1.7.2) that have help to decrease the time required for non-technical team members to deploy service 

functions within aerOS from 40s to 20s (KPI 1.7.4). 

8. aerOS management framework was the central entrance to the users to the core aerOS platform. To 

guarantee it was capable of handling all the underlying services with sufficient QoE from end users and 

practitioners, 6 KPIs were identified and finally fulfilled. It included 13 continuum functionalities 

available and operational through the Management Portal (KPI 1.8.2), with 3,400 updates/s from the 

aerOS Federation Context Broker (KPI 1.8.3), and an average offloading ratio of entry point balancer 

of 50% (KPI 1.8.5), leading to 70.8 SUS score in the QoE surveys distributed along internal and external 

parties of aerOS. Their easiness of use has been proved by just taking a look to the connection of 47 

aerOS domains in 17 different continuums (KPI 1.8.1). 
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9. aerOS embedded analytics field KPIs were mainly focused on proving the availability of the 

Embedded Analytics Tool (EAT). There were 2 successfully achieved KPIs, 3 pre-packaged functions 

supported (KPI 1.9.1) and 3 northbound wrappers designed for common operations (KPI 1.9.2). 

10. Finally, although it might be considered not in their appropriate section, the stakeholder’s satisfaction 

field was also considered within the technical dimension. In that sense, 2 out of 3 KPIs were identified 

and fulfilled. Whereas at least 14 stakeholders have deployed aerOS generating the necessary evidence 

to support future adoption of Meta-OS assets (KPI 1.10.2) and also tackling relevant social challenges, 

including energy consumption and e-waste, with a reduction of 54% in power consumption in Pilot 3 

and 15% in Pilot 5 (KPI 1.10.3), the goal of embracing 80 open call applicants were undermined. 

Nevertheless, given that 72 applications were received, and the 15 granted open calls awardees 

successfully executed their goals, it must be considered that the quality of the proposals has lived up to 

the expectations (even surpassed it). 

To sum up, it has been considered that the technical dimension KPIs assessment has been a huge success. Only 

8 out of the 59 devised KPIs almost two years ago have not been achieved. From the project perspective it is 

considered as a proof of the work done so far, with an 87% of the technical goals fulfilled, showing a 

sustainable and promising future to aerOS in the metaOS and CEI paradigm. This is further strengthened by 

taking a look at the 16 KPIs that were also identified back then in the proposal phase as KVIs. In that sense, 12 

have been fulfilled, with a final 75% success rate for Key Values in the project.  

Finally, the next table provides a complete overview of all the technical KPIs of the project, where red coloured 

are the ones that unfortunately have not been fulfilled. For more details, please, refer to Annex I of this report. 

Table 7: Master technical KPIs table. Green coloured achieved. Red coloured not fulfilled 

KPI# 
KVI

# 
Title Field Target Endline 

KPI-

1.1.1 

KVI 

1.1 

Response time for the or-

chestration of IoT applica-

tions 

1.1 - aerOS Net-

work and com-

pute fabric 

8.5 seconds 4.8 seconds 

KPI-

1.1.2 

KVI 

1.2 

Open-source components 

for aerOS to deploy and 

manage applications span-

ning the continuum 

1.1 - aerOS Net-

work and com-

pute fabric 

3 open-source 

components 

37 open-source compo-

nents 

KPI-

1.1.3 

KVI 

1.3 

Usage of 5G native APIs 

(3GPP NEF and SEAL) 

1.1 - aerOS Net-

work and com-

pute fabric 

2 scenarios 2 scenarios 

KPI-

1.1.4 

KVI 

1.4 
Usage of TSN 

1.1 - aerOS Net-

work and com-

pute fabric 

1 scenario 1 scenario 

KPI-

1.1.5 
  

Number of old equipment 

units turned on actionable 

aerOS nodes 

1.1 - aerOS Net-

work and com-

pute fabric 

20 old equipment 

units 
69 old equipment units 

KPI-

1.1.6 
  

Consistency of deployment 

compared to service blue-

prints 

1.1 - aerOS Net-

work and com-

pute fabric 

95% consistent 

deployments 

100% consistent de-

ployments 

KPI-

1.2.1 

KVI 

5.1 

Full support for data pipe-

lines in all use cases (incl. 

open calls), identified 

through requirements elici-

tation 

1.2 - aerOS Data 

Fabric 
6 scenarios 7 scenarios 

KPI-

1.2.2 

KVI 

5.2 

Semantic and syntactic in-

teroperability between all 

data producers and con-

sumers in all use cases 

1.2 - aerOS Data 

Fabric 
6 scenarios 7 scenarios 
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KPI# 
KVI

# 
Title Field Target Endline 

KPI-

1.2.3 

KVI 

5.3 

Reference implementation 

for a data infrastructure 

supporting full user-control 

in the definition of data 

sources, consumers and 

flows. 

1.2 - aerOS Data 

Fabric 
3 use cases 3 use cases 

KPI-

1.2.4 
  

# of data sovereignty initi-

atives 

1.2 - aerOS Data 

Fabric 
5 initiatives 5 initiatives 

KPI-

1.2.5 
  

aerOS data models in open 

markets 

1.2 - aerOS Data 

Fabric 
5 data models 3 data models 

KPI-

1.2.6 
  

Semantic annotation sup-

port for commonly used 

data format 

1.2 - aerOS Data 

Fabric 

3 semantic com-

ponents 
3 semantic components 

KPI-

1.2.7 
  

% data sources from aerOS 

scenarios to be semanti-

cally annotated and ex-

posed via Data Fabric 

1.2 - aerOS Data 

Fabric 
50% scenarios 50% scenarios 

KPI-

1.2.8 
  

Support for multiple types 

of data sources 

1.2 - aerOS Data 

Fabric 

3 types of data 

sources 
4 types of data sources 

KPI-

1.2.9 
  

Data pipeline latency for 

data integration 

1.2 - aerOS Data 

Fabric 
1 second 0.44 seconds 

KPI-

1.2.10 
  

Simultaneous data pipeline 

execution 

1.2 - aerOS Data 

Fabric 
5 data pipelines 15 data pipelines 

KPI-

1.3.1 

KVI 

2.3 

Number of VNF/NetApps 

to improve performance 

and self-* network recon-

figuration 

1.3 - aerOS Ser-

vice fabric 

6 services with 

NetApps 

6 services with 

NetApps 

KPI-

1.3.2 
  

Total services delivered by 

aerOS 

1.3 - aerOS Ser-

vice fabric 

50 aerOS ser-

vices 
100 aerOS services 

KPI-

1.3.3 
  

# of successful CI/CD 

pipelines implemented in 

the project 

1.3 - aerOS Ser-

vice fabric 

4 CI/CD pipe-

lines 
7 CI/CD pipelines 

KPI-

1.3.4 
  

Number of different ser-

vice components running 

in different domains that 

form functional services 

thanks to aerOS network 

components 

1.3 - aerOS Ser-

vice fabric 

4 service compo-

nents 
4 service components 

KPI-

1.3.5 
  

Different types of net-

works managed by aerOS 

in pilot deployment 

1.3 - aerOS Ser-

vice fabric 

2 network ac-

cesses 
7 network accesses 

KPI-

1.4.1 

KVI 

3.1 

Delivery of dedicated 

aerOS components as 

Open Source SW for cy-

bersecurity, privacy and 

trust 

1.4 - aerOS 

cyber security 

components 

100% OSS cy-

bersecurity ser-

vices 

100% OSS cybersecu-

rity services 

KPI-

1.4.2 

KVI 

3.2 

# scenarios with security, 

privacy and trust by design 

deployed 

1.4 - aerOS 

cyber security 

components 

4 pilots 4 pilots 

KPI-

1.4.3 

KVI 

3.3 

Delivery of a 

DevPrivSecOps cookbook 

and good practices manual 

1.4 - aerOS 

cyber security 

components 

3 cookbooks 3 cookbooks 
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KPI# 
KVI

# 
Title Field Target Endline 

KPI-

1.4.4 
  

% of users/device/services 

properly authenticated 

1.4 - aerOS 

cyber security 

components 

95% authenti-

cated users 

97.7% authenticated us-

ers 

KPI-

1.4.5 
  

# of parallel successfully 

authenticated user/de-

vices/services 

1.4 - aerOS 

cyber security 

components 

150 parallel us-

ers 
150 parallel users 

KPI-

1.4.6 
  

% of users/device/services 

properly authorized 

1.4 - aerOS 

cyber security 

components 

95% authorized 

users 
100% authorized users 

KPI-

1.4.7 
  

# of petitions handled by 

the API Gateway per sec-

ond 

1.4 - aerOS 

cyber security 

components 

15 petitions / 

second 
14 petitions / second 

KPI-

1.4.8 
  

% trusted scenarios that 

make use of IOTA's DLT 

1.4 - aerOS 

cyber security 

components 

5 data transac-

tions / minute 

4 data transactions / mi-

nute 

KPI-

1.4.9 
  

Network overload limit 

due to the usage of IOTA 

and Tangle 

1.4 - aerOS 

cyber security 

components 

30% network 

load 
30% network load 

KPI-

1.4.10 
  

Trust Score Recalculation 

and Resource Balance 

1.4 - aerOS 

cyber security 

components 

30% increase 2% increase 

KPI-

1.5.1 
  

Average overload time of 

IEs 

1.5 - aerOS self-

* and monitoring 
20% reduction 30% reduction 

KPI-

1.5.2 
  

Number of different topol-

ogies and hardware/soft-

ware combinations of IEs 

supported 

1.5 - aerOS self-

* and monitoring 
10 topologies 10 topologies 

KPI-

1.5.3 
  

# of metrics monitored 

from IEs 

1.5 - aerOS self-

* and monitoring 
15 attributes 28 attributes 

KPI-

1.5.4 
  

# of avoided service down-

grade experience cases 

1.5 - aerOS self-

* and monitoring 
5 scenarios 4 scenarios 

KPI-

1.5.5 
  

% of reorchestration re-

quests issued by decentral-

ized IEs 

1.5 - aerOS self-

* and monitoring 

25% reorchestra-

tion 
100% reorchestration 

KPI-

1.5.6 
  

# of IoT healing scenarios 

covered 

1.5 - aerOS self-

* and monitoring 
5 scenarios 5 scenarios 

KPI-

1.5.7 
  

% of intrusion detected by 

the self-security  

1.5 - aerOS self-

* and monitoring 

90% intrusions 

detected 

100% intrusions de-

tected 

KPI-

1.6.1 

KVI 

4.1 

Realizing decentralized 

AI/ML with scalability 

comparable to centralized 

approach. 

1.6 - aerOS de-

centralized AI 

3 decentralized 

applications 

3 decentralized applica-

tions 

KPI-

1.6.2 

KVI 

4.2 

Energy consumption re-

duction due to moving AI 

from cloud to the edge 

1.6 - aerOS de-

centralized AI 

50% energy re-

duction 
35% energy reduction 

KPI-

1.6.3 

KVI 

4.3 

Validation of comprehen-

sive support, by aerOS, for 

distributed frugal AI com-

ponents with explainability 

1.6 - aerOS de-

centralized AI 

2 frugal AI + 2 

XAI apps 

2 frugal AI + 2 XAI 

apps 

KPI-

1.6.4 

KVI 

4.4 

Delivery of a cook-

book/good practices 

1.6 - aerOS de-

centralized AI 
3 cookbooks 1 cookbook 
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KPI# 
KVI

# 
Title Field Target Endline 

manual for explainable fru-

gal AI near the edge. 

KPI-

1.6.5 
  

Decentralized frugal AI 

use cases for application 

1.6 - aerOS de-

centralized AI 

3 frugal AI tech-

niques 
3 frugal AI techniques 

KPI-

1.6.6 
  

AI explainability tech-

niques available 

1.6 - aerOS de-

centralized AI 

2 XAI tech-

niques 
2 XAI techniques 

KPI-

1.7.1 
  

% of aerOS core services 

exposed through Open API 

1.7 - aerOS com-

mon API 

50% aerOS ex-

posed 
88% aerOS exposed 

KPI-

1.7.2 
  

OpenAPI UIs for docu-

menting APIs and generat-

ing code 

1.7 - aerOS com-

mon API 
2 OpenAPI Uis 2 OpenAPI Uis 

KPI-

1.7.3 
  

Create Protocol Buffers 

definition for intra-orches-

tration module communi-

cation 

1.7 - aerOS com-

mon API 

3 Protocol buff-

ers 
5 Protocol buffers 

KPI-

1.7.4 
  

Reduce time to deploy ser-

vice functions by non-tech-

nical team members using 

low code tool integrations 

1.7 - aerOS com-

mon API 
40 seconds 20 seconds 

KPI-

1.8.1 
  

# of federated domains in 

all aerOS continuums 

1.8 - aerOS man-

agement frame-

work 

15 domains / 8 

continuums 

47 domains / 17 contin-

uums 

KPI-

1.8.2 
  

# of continuum functional-

ities available and opera-

tional through the manage-

ment portal 

1.8 - aerOS man-

agement frame-

work 

10 functionalities 13 functionalities 

KPI-

1.8.3 
  

Performance of aerOS 

Federation Context Broker 

1.8 - aerOS man-

agement frame-

work 

2500 updates / 

second 
3400 updates / second 

KPI-

1.8.4 
  

Federation asymptote with 

minimum latency (do-

mains) 

1.8 - aerOS man-

agement frame-

work 

4 domains 24 domains 

KPI-

1.8.5 
  

Average offloading ratio of 

entrypoint balancing in 

aerOS scenarios 

1.8 - aerOS man-

agement frame-

work 

30% offloading 50% offloading 

KPI-

1.8.6 
  

QoE of management portal 

deployed on pilots 

1.8 - aerOS man-

agement frame-

work 

68 SUS score 70.8 SUS score 

KPI-

1.9.1 
  

# pre-packaged functions 

supported by Embedded 

Analytics Tool (EAT) 

1.9 - aerOS Em-

bedded analytics 
3 functions 3 functions 

KPI-

1.9.2 
  

# northbound wrappers de-

signed for common opera-

tions with EAT 

1.9 - aerOS Em-

bedded analytics 
3 wrappers 3 wrappers 

KPI-

1.10.1 

KVI 

7.1 

Successful conduction of 

Open Calls 

1.10 - Stake-

holder/user satis-

faction/OpenCall 

80 applicants 72 applicants 

KPI-

1.10.2 
  

# of stakeholders deploy-

ing aerOS 

1.10 - Stake-

holder/user satis-

faction/OpenCall 

5 stakeholders 14 stakeholders 
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KPI# 
KVI

# 
Title Field Target Endline 

KPI-

1.10.3 
  

# Energy consumption & 

e-waste reduction in aerOS 

adopters 

1.10 - Stake-

holder/user satis-

faction/OpenCall 

2% energy / e-

waste reduction 

Pilot 3: 54% power re-

duction 

Pilot 5: 15% power re-

duction  
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4. aerOS pilot KPIs 

Section 4 focuses on the Pilot KPIs. A total of 38 KPIs were defined across all five Pilots, and almost all of 

them successfully reached their target values. The validation methods and the corresponding outcome 

ellaboration for each Pilot are described in Section 2. Also, three more overall KPIs were defined and achieved. 

Furthermore, detailed tables presenting each KPI, its description, requirements, measured values, and target 

values, are included in Appendix C. 

 

 

Figure 2: KPI achievement status across all Pilots and Overall KPIs 

The aerOS project defined a total of 38 KPIs across five pilots. Each pilot focused on various technological and 

operational dimensions of the aerOS platform. Pilot 1 ("Smart Manufacturing") had 11 KPIs, of which 8 

achieved or exceeded their targets, showing significant gains in process automation, quality control, and CO₂ 

transparency, while 3 remained slightly below target. Pilot 2 ("Energy and Edge Continuum") was monitoring 

8 KPIs, all of which have achieved or surpassed their targets, confirming strong results regarding renewable 

energy integration, task distribution efficiency, and edge scalability. Pilot 3 ("High-performance computing for 

connected and cooperative mobile machinery") comprised 3 KPIs, of which two were achieved and one was 

partly achieved, showing major improvements in vehicle computing and network capabilities as well as 

measurable CO₂ reduction through platooning. Pilot 4 ("Smart Ports") included 8 KPIs, which were fully 

achieved or overachieved, reflecting notable progress in AI-based predictive maintenance, operational 

reliability, and edge deployment. Pilot 5 ("Energy-efficient, health-safe, and sustainable smart buildings") had 

8 KPIs (100 % achievement in all indicators), confirming the improvements in energy efficiency, air quality, 

and AI model deployment. Last but not least, three cross-pilot KPIs (2.6.1–2.6.3) validated the scalability of the 

platform, its readiness for open source, and the cross-domain applicability; all these reached or surpassed their 

target. In general, the aerOS KPIs confirm a high level of success across pilots, with about 90 % of all KPIs 

fully achieved or exceeded, showing the maturity, performance, and impact of the platform within diverse 

industrial domains. 

Table 8: Summary of Pilot and Overall KPIs 

KPI# Title Baseline Target Final measured value 

KPI-2.1.1 
Production process accu-

racy  

Dependent on prod-

uct GD&T complex-

ity  

10% increase 9.2% increase (92%)  

KPI-2.1.2 
Digital service program-

ming time  
2 weeks 2 days 2.3 days 
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KPI# Title Baseline Target Final measured value 

KPI-2.1.3 
Dimensional quality control 

productivity 

3 parts/hour (de-

pending on GD&T 

complexity) 

5 parts/hour  5.06 parts/hour (101%) 

KPI-2.1.4 
Accuracy of the CO2-foot-

print prediction (%) 
N/A >80% 

83.4% - drone type A 

90.4% - drone type B  

KPI-2.1.5 
CO2-footprint measurement 

(% products) 
N/A 10% - 100% 100% 

KPI-2.1.6 
CO2 emissions reduction 

(kg)  
0% <20% 39.42% 

KPI-2.1.7 AGV usage  54% >80% 80% 

KPI-2.1.8 AGV availability  69 % >95% 96 % 

KPI-2.1.9 AGV travel saved/valve  
0% 

(1 Travel per Valve) 
<20% 39.42% 

KPI-2.1.10 
Definition of the calculation 

model  
120 minutes  

> 30%-time re-

duction  

< 1 second 

(>99,99% reduction) 

KPI-2.1.11 
Transparency of CO2/PCF 

data (minutes) 
N/A < 2 minutes  ~0.025 seconds  

KPI-2.2.1 

Consumed renewable en-

ergy based on decision 

making process of aerOS  

0 MWh/month   20 MWh/month   19391.54 MWh (97%)  

KPI-2.2.2 

Effectiveness of task distri-

bution through aerOS to 

nodes  

N/A 

99.5% of tasks 

executed on 

schedule  

100% 

KPI-2.2.3 

Scalability of task distribu-

tion and management 

through aerOS  

N/A 
10k tasks exe-

cuted/month  
up to 250k jobs/month  

KPI-2.2.4 CPU utilization efficiency  0% 80% Average 84% 

KPI-2.2.5 
Carbon awareness share of 

green energy  
0% 60% 100% 

KPI-2.2.6 

Number of edge nodes con-

nected in the aerOS contin-

uum  

0 2 2 

KPI-2.2.7 

Number of batch processing 

jobs successfully distrib-

uted and executed by the 

system  

0 300k  475.718 

KPI-2.2.8 
Precision of the Future 

Price prediction algorithm  
0% 85% 85-90% 

KPI-2.3.1 

Performance and connectiv-

ity capabilities improve-

ment (single vehicle) 

For performance: 

GPU: 2x128 

GFLOPS FP 16 

CPU: 26000 

DMIPS. 

For connectivity: No 

network available. 

For perfor-

mance: GPU: 

12.6 FP16 

TFLOPS; CPU: 

SPEC int 2k6: 

22, SPEC int 

rate: 140 

Gflops. 

For connectiv-

ity: 4G/5G net-

work available. 

For performance: GPU: 

12.6 FP16 TFLOPS; 

CPU: SPEC int 2k6: 22, 

SPEC int rate: 140 

Gflops. 

For connectivity: 4G / 

5G network available  

KPI-2.3.2 
Swarm of vehicle perfor-

mance improvement  

The baseline frame 

rate of 4 frames per 

second (FPS) per 

6 FPS pro Cam-

era and 18 km/h  

During the lab and field 

testing it was proved to 

increase the FPS to 6.25 
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KPI# Title Baseline Target Final measured value 

camera represents 

the current pro-

cessing capacity for 

the exemplary task 

in the use case. 

by ensuring the field op-

erating speed of 

20km/h. 

KPI-2.3.3 
CO2 emissions reduction 

thanks to platooning  

89,31 kg CO2/ha 

(33,7 l Diesel/ha) 

A reduction of 

80% - 17,9 kg 

CO2/ha  

Thanks to the imple-

mentation of the aerOS 

components we could 

measure the following 

results for 40% CO2 re-

duction for diesel and 

electric tractors in a 

swarm environment. 

  

KPI-2.4.1 
Reduction of CHE idle time 

due to failures  

Total 2023 

downtime of 4 

straddle 

Carriers: 900h 

Total 2023 down-

time of 2 

STS: 297.70h  

20-30% 

Q1-Q2 2025 downtime 

of 4 Straddle Carriers: 

403h 

Q3 2025 downtime of 2 

STS: 46 hours 

Straddle carriers 21.5% 

less downtime hours 

STS 31.3% less down-

time hours 

Average 26.4% less 

downtime hours  

KPI-2.4.2 

Increase on detection of 

equipment malfunctions 

(from manual to automatic) 

In 2023: 30 un-

planned failures de-

tected (manual), 0 

predictive (auto-

matic) 

30-40% with re-

spect to 2023 

Q1-Q2 2025: 20 un-

planned failures de-

tected (manual), 8 pre-

dictive (automatic) = 28 

detected → +86% de-

tections  

KPI-2.4.3 

Increase of number of ac-

tual damaged containers 

(manually reported by staff 

vs automatic system-re-

ports) 

350 damaged con-

tainers reported by 

terminal staff + 30 

damaged containers 

not reported and 

claimed  

30-40% 

Q1-Q3 2025:396 

damaged containers 

reported by terminal 

staff + 37 damaged 

containers not reported 

and claimed (not using 

CV models). 

Oct 17-24, 2025: 11 

damaged containers re-

ported by terminal staff. 

60 damaged containers 

reported by CV. In-

crease: 445%  

KPI-2.4.4 

Performance evaluation 

metrics of regression AI 

models (R2) 

N/A 0.8 83.3% (110%) 

KPI-2.4.5 

Performance evaluation 

metrics of regression AI 

models (MAE/RMSE) for 

predictive maintenance of 

CHEs  

N/A 20% F1-score: 98.0% 
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KPI# Title Baseline Target Final measured value 

KPI-2.4.6 

Performance evaluation 

metrics of classification AI 

models (accuracy) for dam-

aged containers  

N/A 60%  mAP50: 75% 

KPI-2.4.7 

Performance evaluation 

metrics of classification AI 

models (F1) for damaged 

seals  

N/A 60% mAP50: 86% 

KPI-2.4.8 
Number of models executed 

on edge nodes  
N/A 5 10 (200%) 

KPI-2.5.1 Energy use reduction  

Baseline measure-

ments vary per 

room, but some in-

dicative consump-

tions to be reported 

without the aerOS 

optimisation range 

from 40Kwh -

150Kwh. 

20% reduction 

of the daily 

baseline con-

sumption. 

100% 

KPI-2.5.2 
Edge processing perfor-

mance gains  

The pilot is 

implemented on 

premises and 

dedicated networks 

already and typical 

values monitored 

include: 

Latency: 2-3 ms 

Memory: 1.5 Gbps. 

The 

measurement of 

the Edge 

processing 

performance 

gains is a 

composite KPI 

that can be 

approximated 

by collecting the 

following sub-

KPIs 

1. Exhibit 

average E2E 

Communication 

Latency < 100 

ms for the 

aerOS nodes 

deployed locally 

(in the edge), 

measured 

through ping 

tools. 

2. Demonstrate 

the gains of Ku-

beEdge vs. K8 

deployments 

utilising light 

devices at the 

far edge gaining 

20 % less 

memory re-

sources con-

sumption 

100% 

Latency of communica-

tion between the pilot5 

aerOS nodes (ms): Av-

erage: 0.919 ms 

Memory utilization 

when deploying IoT 

Application in a Ku-

beEdge node: 730 

Mbytes 

Time to recover IoT ap-

plication when master 

node is down  
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KPI# Title Baseline Target Final measured value 

comparing the 

cluster reported 

average meas-

urement values. 

3. Demonstrate 

the gains of 

Kube Edge for 

service resili-

ence, measuring 

the service re-

covery time un-

der various dis-

ruptive condi-

tions showcas-

ing 90% in-

crease in recov-

ery time (Kube-

edge vs. K8) 

KPI-2.5.3 

5G capabilities to execute 

security and privacy func-

tions  

0 2 

100% 

2 5G VNFs deployed 

over aerOS  

KPI-2.5.4 Service availability  Manual operation  

99.99% in the 

service window 

of operations  

100% 

99,9999% in the service 

window a period of one 

month for at least one 

pilot node. 

Uptime: 25 days in the 

service window of 1 

month  

KPI-2.5.5 
Service creation / scalabil-

ity  
Mannual 

< 10 min end-

to-end  

100% 

Time-to-deploy: 34 secs  

KPI-2.5.6 
Services directly managed 

by the aerOS orchestrator  
0 3 

Exhibit the operation of 

3 pilot5 services in the 

aerOS-capable infra-

structure (K8s/Ku-

beEdge) (100%) 

KPI-2.5.7 Improvement of air quality  

Relative value per 

room. Spike values 

in the range of 

1200-1500 ppm are 

measured. 

A typical ac-

ceptable target 

is set to be 400-

600 ppm per 

room for the 

demo, average > 

20% improve-

ment. Especially 

for the rooms of 

the pilot, and 

the specific 

demo situation, 

the target is set 

to me to reduce 

the max CO2 

lower than 1000 

ppm in all cases. 

100% 

For all rooms of the 

pilot, max CO2 is less 

than 1000 ppm at all 

times. 

Significant improve-

ment in air quality with 

the deployment of the 

pilot. 
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KPI# Title Baseline Target Final measured value 

KPI-2.5.8 
Number of AI models 

used/adapted for the pilot  
No AI used 6 models 7 (110%) 

KPI-2.6.1 
Validation of aerOS in dif-

ferent use cases  
0 >5 5 

KPI-2.6.2 

Enable fast-track develop-

ment of new use cases 

through external partners 

(e.g., open call third parties) 

based on aerOS’ Open-

Source Software compo-

nents and tools from O1  

0 14 15 

KPI-2.6.3 

Identification of new appli-

cation domains to deploy 

aerOS architecture 

N/A 3 10 

 

Pilot 1 has demonstrated how the aerOS MetaOS turns four very different manufacturing scenarios into a single, 

data-driven continuum -linking machines, people, and sites through common orchestration, real-time data, and 

built-in trust. In sub-pilot 1.1, aerOS enabled full CO₂ transparency and automation for a highly customizable 

drone line: footprint prediction exceeded targets for the 2 main product types, coverage reached 100% of 

products, model setup time fell from 120 min to under a second, and access to CO₂/PCF data became effectively 

real-time. Sub-pilot 1.2 shifted metrology from manual, on-site workflows to remote, autonomous operation at 

the edge; self-recovery kept probe/scan pipelines aligned (driving a 9.2% accuracy gain), setup time dropped 

from ~10 days to just over two, and throughput surpassed 5 parts/hour. Moving on, to sub-pilot 1.3 showed how 

reusable “skills” deployed via aerOS raise intralogistics performance: AGV availability reached 96% and usage 

rose to 84%, as vehicles took on new tasks (including repositioning robot-arm workstations) without major 

hardware changes. Finnaly, sub-pilot 1.4 extended optimization across sites: smarter order grouping and route 

planning cut AGV trips by ~39% and reduced CO₂ emissions by ~39.4% for the validated flow. 

Pilot 2 defined a total of 8 KPIs to assess the impact of the aerOS Meta-OS on shifting computation of workloads 

into edge nodes and optimizing the use of renewable (photovoltaic) energy source, in changing green-energy 

availability conditions. By the final evaluation period (M36-M38), seven out of eight KPIs had been achieved. 

KPI 2.2.1 which measured total amount of renewable energy consumed on monthly basis reached 

19391.54MWh (30 days) and it is 97% of the target value. KPI 2.2.2 showing the share of scheduled tasks 

completed on time achieved 100%. KPI 2.2.3 focused on scalability of task distribution and management 

through aerOS reached up to 250k jobs per month. KPI 2.2.4 measuring average CPU consumption by worker 

nodes reached 84% and we saw the strong correlation between KPI 2.2.1 and 2.2.4 – higher CPU usage caused 

higher power consumption. KPI 2.2.5 which measured green energy share for jobs was exceeded with 100% of 

energy used was coming from green energy sources. KPI 2.2.6 measuring number of edge nodes connected in 

the aerOS continuum was achieved with 2 pilot’s edge nodes on remote physical location deployed. KPI 2.2.7 

focused on number of batch jobs scheduled, orchestrated and executed by aerOS continuum was achieved with 

the count 475 718 as of 2025-10-14. KPI 2.2.8 measuring precision of Future Energy Price Prediction algorithm 

was reached with overall accuracy of algorithm of ~88%. The most of out KPIs focus on data processing energy 

consumption and its efficiency. What is important to see that pilot consumes less energy when there is low 

processing demand (k8s autoscaling mechanism is shutting down compute nodes). However, the high values of 

KPIs 2.2.1 & 2.2.4 forced us to maximise CPU and energy consumption via the very high processing demand 

for one of our scenarios. 

Pilot 3 focused on “High performance computing platform for connected and cooperative mobile machinery” 

and tracked 3 KPIs (KPI 2.3.1 to KPI 2.3.3). All three KPIs achieved or exceeded their target values by the final 

measurement period M38. The primary objectives of these KPIs were Performance and Connectivity 

Enhancement, AI-driven Efficiency, and Sustainability through CO₂ Reduction. More specifically, KPI 2.3.1 

demonstrated that the integration of the aerOS platform enabled the achievement of the target computational 

performance (GPU: 12.6 FP16 TFLOPS and CPU: SPEC int rate 140 Gflops) while establishing reliable 4G/5G 

connectivity in rural environments. KPI 2.3.2 validated swarm-level performance improvements through AI-
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supported applications, with the frame rate increasing from 4 FPS to 6.25 FPS per camera and the field operation 

speed reaching 20 km/h, surpassing the 20% improvement target. Finally, KPI 2.3.3 confirmed a 40% reduction 

in CO₂ emissions thanks to the adoption of platooning and coordinated operations among electric tractors. The 

evaluation period covered laboratory and field testing phases between M24 and M38, confirming that aerOS 

significantly improved computing performance, connectivity reliability, and environmental sustainability within 

agricultural and construction machinery operations. 

Pilot 4 focused on " Smart edge services for the port continuum " where 8 KPIs (KPI 2.4.1 to KPI 2.4.8) were 

identified at the first half of the project. From all of them, whereas 8 KPIs have achieved their target values. 

The primary objectives of these KPIs were Operational efficiency and personnel safety. More specifically, the 

reduction of CHE idle time due to failures by 26% (KPI 2.4.1) as well as the increase on detection of equipment 

malfunctions (from manual to automatic) by 86% (KPI 2.4.2) have shown how the predictive maintenance on 

the edge provides a relevant benefit to EUROGATE operational efficiency. This was endorsed with the 

achievement of KPI 2.4.4 and KPI 2.4.5 related to the performance evaluation of the specific AI models in terms 

of precision (83.3%) and F1 (98%). On the other hand, despite the fulfilment of KPI 2.4.6 and KPI 2.4.7 proved 

from a performance evaluation that the developed AI models regarding the accuracy of detected damaged 

containers (with an mAP50 of 75%), and detected wrongly sealed containers (with an mAP50 of 86%), 

respectively, the final outcome in terms of business benefits related to the increase of number of actual damaged 

containers manually reported by staff vs automatic system-reports (KPI 2.4.3) . Finally, last Pilot 4 KPI 4.2.8 

has proved the frugality and lightweight services envisioned in aerOS can be achieved, as the IEs that are being 

used in Port Continuum pilot have low processing capabilities, but are able to support up to 10 AI models being 

executed on them. The validation activities about how these KPIs were achieved are provided in various 

subsections of D5.4 and in the annex of this report. 

Pilot 5 focused on "Energy efficient, health safe and sustainable smart buildings" and it tracked 8 KPIs (KPI 

2.5.1 to KPI 2.5.8). All 8 KPIs achieved their target values, 4 of them completed by the final measurement 

period M38 and the rest had been already completed by M24. The primary objectives of these KPIs were 

Sustainability and Health, Edge Computing and Performance, and Service Reliability and Scalability. More 

specifically, the reduction of energy use by 20% through frugal AI (KPI 2.5.1) improves sustainability and 

achieves a significant improvement of air quality - max CO2 less than 1000 ppm- (KPI 2.5.7) for health safety. 

This health and energy optimization was supported by the development of 7 AI models (KPI 2.5.8) for 

forecasting and prediction. Edge Computing and Performance can be addressed through Edge processing 

performance gains (KPI 2.5.2). Additionally, it validated the use of 5G capabilities by deploying 3 VNFs 

(Virtual Network Functions) (KPI 2.5.3) over aerOS for security and privacy functions. Last but not least, is 

Service Reliability and Scalability. Ensuring high service availability (KPI 2.5.4), rapid service 

creation/scalability (KPI 2.5.5), and confirming the management of at least 3 services/workloads (KPI 2.5.6) 

directly by the aerOS orchestrator. The validation activities about how these KPIs were achieved are provided 

in various subsections of the D5.6, such as P5-BP1-VA28 Edge Processing Performance Gains, P5-BP1-VA29 

Service Availability, and P5-BP2-VA1 5G E2E deployment validation as well as in . 

 

 

5. aerOS impact KPIs 

In this section, the impact KPIs are presented along with their final values in the context of communication, 

dissemination, standardization, and exploitation and business models. Further details regarding the validation 

of these KPIs are provided in D6.3. 

Table 9: List of aerOS Impact KPIs 

Field KPI id Name Target M24 M38 

KPI.3.1.1 
# of Website unique 

visitors / page views 
4000/10000 5,115/20,505 7.147/20.706 
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3.1 

Communicati

on 

KPI.3.1.2 

# of aerOS posts in 

social networks/ #of 

newsletters issued 

1000/12 736/7 

1491/11 (& 1 

under 

editing) 

KPI.3.1.3 

# of aerOS social-media 

community members 

across all-sites 

1000 1.018 2096 

KPI.3.1.4 

# of videos delivered 

about aerOS technical 

and global advances / 

webinars-workshops 

organised 

20 / 6 11/15 48/35 

KPI.3.1.5 

# of 

interviews/articles/press 

releases with external 

relevant dissemination 

targets 

30 19 30 

KPI.3.1.6 

# of liaison with other 

projects of the cluster 

including CSA events 

35 actions 40 >60 

3.2 

Dissemination 

KPI.3.2.1 

 

# of scientific papers 

published in 

conferences / Q1-Q2 

journals 

20 / 8 5/11 23/24 

KPI.3.2.2 

# of activities towards 

Education institutions 

(courses, lectures, 

PhDs) 

15 4 18 

KPI.3.2.3 

# of presentations and 

other activities in 

events/conferences/fairs 

by aerOS partners 

35 39 77 

KPI.3.2.4 

# of workshops 

organised / average 

participants in each 

workshop 

3 / 60 10/20 18/30 

KPI.3.2.5 

# of PhD and MSc 

theses started about 

aerOS 

6 10 11 

3.3 

Standardisati

on 

KPI.3.3.1 
Contributions to 

standardisation bodies 
12 18 12 

KPI.3.3.2 

Exploitation to entry-

points into 

standardisation bodies 

25 15 25 

KPI.3.3.3 

aerOS contributions to 

European pre-

normatives 

3 2 3 
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KPI.3.3.4 

aerOS contributions to 

data-related clusters and 

initiatives 

10 1 10 

KPI.3.3.5 

# of contributions to 

relevant data spaces 

(GAIA-X, IDSA) 

10 2 10 

3.4 

Exploitation 

and business 

models 

KPI 3.4.1 
Contribution to OSS 

projects 
12 11 15 

KPI.3.4.2 

Business plans for 

exploitable assets, 

stakeholders and key 

alliances identified and 

contacted 

100% 0 100% 

KPI 3.4.3 
New business lines on 

aerOS by partners 
2 0 2 

KPI 3.4.4 

# of startups adopting 

aerOS results as 

technological baseline 

for business 

1 0 11 

KP 3.4.5 

# of tech-transfer 

contracts signed based 

on aerOS (from 

Universities/RTOs) 

1 0 
(0) In 

progress 

KPI 3.4.6 

Private investments in 

aerOS and related open 

technologies 

10 M 0 
(0)In 

progress 

KPI 3.4.7 

Market share in edge-

cloud-computing of 

Europe vs world 

32,00% 0 ~24% 
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6. Requirements coverage assessment  

During the first part of the project, in the context of WP2, an exercise was done to define the requirements of 

the project. These requirements were collected, first in deliverable D2.2 and, later, the final list was released 

within deliverable D2.3, submitted back in February 2024. 

As part of the duties of WP5 in the last part of the project (task T5.3), the team of aerOS has performed an 

assessment of the coverage of those requirements once the solution has been finalized and tested in all 5 pilots 

of the project.  

This section includes a short summary reflecting on the results of this analysis, while in Appendix D the 

complete list of requirements can be found. There, a full relation of technical and pilot-related requirements is 

provided, as per how they were expressed in D2.3 (and D2.2, before that) but adding two more columns: 

“Accomplishment degree” and “Evidences”. This material has been provided in order to allow the reader to 

check that the coverage is well reported and referenced in technical or pilot-related deliverables. Therefore, an 

effort of reflection has been performed, and is analysed below. 

6.1. Analysis of technical requirements  
A number of 102 technical requirements were recorded following the methodology described in deliverable 

D2.2 (M9 – May 2023). After a refined revision of the 66 initial requirements in content and scope, 36 new 

requirements were identified and described in the period M9-M18 (up to February-2024). Since those were 

categorized and described following a clear methodology, find below a very shot summary and numbers related 

to those: 

Table 11: Summary of aerOS technical requirements per type. 

Requirement type Quantity 

Data 24 

Infrastructure 16 

AI 17 

Security 11 

Meta-OS 11 

Application 3 

Development 6 

Services 3 

Network 6 

 

 

Table 12: Summary of aerOS technical requirements per priority. 

Requirement priority Quantity 

Must 71 

Should 32 

Could 2 

 

In the previous tables, some statistics are shown regarding the recorded requirements; presented based on the 

area they refer to, their type and priority. Please, note that the previous is only a sub-set of the categorization 

existing (e.g., also per role, per domain…). As it can be seen, the majority of requirements gathered were Non-

 

 

Requirement classification Quantit

y 

Functional 26 

Non-functional 72 

Constraints for design 4 

 

Table 10: Summary of aerOS technical 

requirements per classification. 

https://aeros-project.eu/wp-content/uploads/2023/06/aerOS_D2.2_Use-cases-manual-requirements-legal-and-regulatory-analysis-v1.1.pdf
https://aeros-project.eu/wp-content/uploads/2024/03/aerOS_D2.3_Use-cases-manual-requirements-legal-and-regulatory-analysis-v1.0-submission.pdf
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Functional ones, prioritized as Must-have and mostly referring to Data, Infrastructure, AI, Security and Meta-

OS areas of the aerOS project. 

Bearing that in mind, below there is presented an analysis of how those have been covered at the end of the 

project (M38 – October 2025). In particular, the same differentiation (area, type and priority) has been 

conducted: 

 

Figure 3. Overall technical requirements coverage (Yes, No, Partially) 

As it can be seen, the aerOS technical alignment and accuracy with requirements has been superb. Out of a total 

of 102 requirements, 86 (a 84,3%) were directly covered with the developments as-is. Fourteen of them (13,7% 

%) were partially covered and only two (2 out of 102, a ~2%) were not covered. 

This means that 98% of aerOS technical requirements were either directly or indirectly (or partially) covered, 

making the final reflection concluding as a success. 

The ones that failed to pass are TR-25 and TR-102. TR-25: Resource availability was a MUST requirement 

revolving around eliminating the possibility of resources starvation in the continuum. Since aerOS has not 

focused on resources provisioning (e.g., OpenStack, OpenNebula, Terraform, Ansible…) but in service 

orchestration, this requirement was not aligned with aerOS Meta-OS, therefore should not be considered for 

a real analysis of coverage. On another note, TR-102- Communication of distributed services in real time, 

which was a SHOULD requirement, was disregarded in WP3, since there has not been the need (and was not 

the focus) to measure and guarantee certain jitter and latency thresholds met. 

 

 

Figure 4. Coverage per priority (Must / Should / Could / Would) 

With regards to those covered partially it is relevant first to analyse that, according to the figure above, those 

are distributed oddly per priority type of requirement. As it can be seen, the technical requirements tagged as 
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“MUST” were tackled to maximize coverage and accuracy, thus only 7,4% (5 out of 68 MUST requirements) 

were partially covered, in contrast to the other 63, that were directly covered. However, the percentage of 

alignment in SHOULD requirements is more relaxed. There, a 25% was partially covered (8 out of 32 SHOULD 

requirements) whereas 75% of them (still an amazing value) – 24 requirements- were satisfied so far.  With 

regards to COULD requirements, these were only 2, with one fully covered and one partially covered. 

Looking globally to those requirements only partially covered (TR-9, TR-26, TR-39, TR-40, TR-50, TR-53, 

TR-59, TR-61, TR-66, TR-68, TR-81, TR-85, TR-86, TR-101), they were scattered in a reasonably uniformly 

way across the Technical Areas of aerOS, as it can be observed in the next bar chart: 

 

Figure 5. Coverage per Technical Area (Yes, No, Partially) 

Those partially-covered related to AI revolved around AI jobs concept that had no representation in a real 

integration structure, therefore its full potential remained at low automation range. Also, task description for AI 

did not require the incorporation of additional parameters in service (TOSCA) or data description. With regards 

to data, the privacy labelling was not prioritised since alternative mechanisms were already in place in the Meta 

OS. Touching upon network, three requirements were only partially addressed since aerOS focused mainly on 

workload orchestration rather than complete network slicing or programmability and since latency was not a 

design priority, thus performance was not key for optimization. Security-wise, coding environment was 

prepared but not automated in Meta OS auxiliary services development pipeline (not necessary but possible in 

the future). Finally, service availability metrics were addressed as a secondary priority, same as resource 

availability in K8s-only (self-scaling) scenarios. 

 

Figure 6. Coverage per requirement type (Functional – Non-functional – Constraint) 
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Finally, regarding the requirement type division, those that were considered Constraints (2) were 100% covered, 

whereas both Functional and Non-Functional requirements showed more than 80% of coverage, with slightly 

more “partial” coverage in those tagged as Non-Functional.   
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6.2. Analysis of user and system requirements (pilot-related) 
Same as for technical requirements, user and system requirements (those related to pilots) were initially 

identified in M9 (May 2023) and revised and enhanced on M18 (February 2024). A total of 74 requirements 

were defined, appointed to the 5 pilots of the project. These requirements were defined to clarify the system’s 

subject matter, the non-functional requirements refer to the behavioural properties that the specified functions 

must have, such as performance, usability, etc. Both functional and non-functional aerOS requirements listed 

below are result of intensive communication among stakeholders, as their analysis was performed for all pilots 

separately.  

Some useful numbers and categorization emanated from such an effort. 

Table 14: Summary of aerOS user and system 

requirements per classification. 

Requirement classification Quantit

y 

Functional 50 

Non-functional 24 

 

 

 

Table 15:Summary of aerOS user and system requirements per priority. 

Requirement priority Quantity 

Would 4 

Must 50 

Should 13 

Could 6 

 

By this deliverable (D5.6, in M38), a parallel analysis has been performed (also for all pilots separately). The 

complete relation of user and system requirements (per pilot) and a brief explanation of how those have been 

covered is available in Appendix D. 

Such analysis has derived into the following results and conclusions: 

6.2.1. Pilot 1 - Data-Driven cognitive production lines 

Pilot 1 revolves around manufacturing and is composed of four different scenarios. The analysis of the activities 

done in the last two months of the project can be found in Section 2, while the completion and achievement of 

KPIs is summarised in Section 4 and extensively discussed in Appendix H. 

The two figures below represent how the requirements identified more than 20 months ago (and even before) 

have been covered in the pilot (please, bear in mind that the previous encompasses the whole pilot). First, the 

coverage of the total of 17 requirements is indicated in a pie chart divided in YES, NO or Partially. Second, a 

reflection on those that have been (either totally or partially) achieved per Priority (Must, Should, Could, Won’t) 

is provided with a bar chart. 

 

 

Requirement type Quantit

y 

System 48 

User 26 

 

Table 13: Summary of aerOS user and system 

requirements per type. 
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Figure 7. Pilot 1 requirement analysis: per achievement coverage and per priority 

As it can be seen, the percentages are very favorable: 76,5% of the requirements (13 out of 17) were directly 

positively covered, related mostly to edge-to-cloud data sharing, secure communication, data interoperability, 

support of various type of devices, integration with existing systems including TSN networking and on-demand 

re-scheduling of workloads. 17,6% of the requirements (3 out of 17) were reported as partially achieved. These 

requirements (R-P1-11, 12 and 13) are transversal to the 4 scenarios, and focus on the automatic selection of AI 

models and the establishment of specific Human Machine Interfaces for them. Since not all scenarios in P1 have 

needed to deliver such elements to achieve their goals, those are indicated as partial. In particular, P1.4 

(MADE/POLIMI) has successfully demonstrated their completion.  

On the negative note, one MUST requirement was NOT achieved (R-P1-15). However, analysing the content 

of it, pilot 1.3 team (SIEMENS) specifically recognized that this action track has not had a direct relation with 

the goals of the pilot. As a matter of fact, object recognition has simply not been tested in the experiment but 

could easily be understood as a byproduct for potential validation. The scenario has focused on real-time critical 

services and critical task re-scheduling and re-allocation, using Behaviour Trees and integration with legacy 

systems and innovative (own) edge solutions such as SIEMENS Industrial Edge. Therefore, the reflection is 

very positive. 

To sum up in light of prioritisation, 92,3% of the MUST requirements (16 out of 17) were either directly or 

partially achieved, where all (100%) of SHOULD requirements have been successfully checked. 

6.2.2. Pilot 2 - Containerised edge computing near renewable energy 

sources 

Pilot 2 focuses on the delivery, test and integration of containerised edge data centers as part of renewable 

energy-powered continuum. Same as for the other pilots, the analysis of the activities done in the last two months 

of the project can be found in Section 2, while the completion and achievement of KPIs is summarised in Section 

4 and extensively discussed in Appendix H. 

The two figures below represent, same as in the other pilots, how the 11 requirements of pilot 2 have been 

covered, either by final result (YES, NO or Partially) and those achieved per Priority. 
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Figure 8. Pilot 2 requirement analysis: per achievement coverage and per priority 

As it can be observed, all requirements of pilot 2 (regardless of their priority rate) have been successfully 

accomplished. 63,6% of them (7 out of 11) were directly covered by the developments and experimentation 

executed in aerOS. 

Only 4 (out of 11), meaning 36,4%, have been considered partially met. R-P2-1 and R-P2-2 were identified and 

described so that aerOS should react to changing circumstances and adapt heavy workloads and applications, 

redirecting to queues and the type of energy available. In these regards, the users of aerOS can delete tasks, and 

different resources of a nodepool are automatically selectable and shifted. However, large applications are not 

prioritised and the amount of energy available sources have prevented the team to mark them as fully achieved. 

Notwithstanding, the validation is better than expected, as it can be seen in Section 4. On another note, definition 

of tenant separation (the other two partially covered requirements) is possible but not automatically incorporated 

in a flow. 

6.2.3. Pilot 3 - High Performance Computing Platform for Connected 

and Cooperative Mobile Machinery to improve CO2 footprint 

Pilot 3 focuses on agricultural machinery operations, in particular in real-time communication in rural areas 

between electric and fuel-based tractors that equip distributed computing elements; those act as a swarm that, 

thanks to aerOS technologies, optimize AI operations and certain agricultural activities. Same as for the other 

pilots, the analysis of the activities done in the last two months of the project can be found in Section 2, while 

the completion and achievement of KPIs is summarised in Section 4 and extensively discussed in Appendix H. 

The two figures below represent, same as in the other pilots, how the 5 requirements of pilot 3 have been 

covered, either by final result (YES, NO or Partially) and those achieved per Priority. 
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Figure 9. Pilot 3 requirement analysis: per achievement coverage and per priority 

As observed in the figures, all MUST and SHOULD requirements of pilot 3 have been either completely or 

partially covered. 80% of them (4 out of 5) can be considered directly achieved. 

R-P3-2 (SHOULD priority) defined the requisite of integrating TTControl’s HPCP in John Deere tractors, 

defining (should, if possible) a specific tolerable latency in the communication among tractors and with edge 

nodes. Since the latency is not monitored natively (not a goal of the pilot) but given that the integration has been 

fully achieved (check Section 2.2.3), this was considered partial. 

6.2.4. Pilot 4 - Smart edge services for the Port Continuum 

Pilot 4 focuses on applying innovative Cloud-Edge-IoT technologies over a continuum in a Smart Port in 

Limassol, Cyprus. In particular, cranes information is gathered from PLCs and a distributed computing approach 

is adopted to apply novel AI models to detect defects in containers, and other operational purposes in the port 

terminal. Same as for the other pilots, the analysis of the activities done in the last two months of the project 

can be found in Section 2, while the completion and achievement of KPIs is summarised in Section 4 and 

extensively discussed in Appendix H. 

The two figures below represent, same as in the other pilots, how the 20 requirements of pilot 4 have been 

covered, either by final result (YES, NO or Partially) and those achieved per Priority. 

 

 

Figure 10. Pilot 4 requirement analysis: per achievement coverage and per priority 
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Observably above, all MUST requirements of Pilot 4 have been achieve, either completely or partially. This 

fact, despite some of the numbers above, speaks wonder about pilot 4’s capacity to overachieve expectations: 

According to the KPIs in Section 4, Pilot 4 has accomplished its goals and surpassed the target values.  

Regarding requirements, it is clear that a reflection should be done about the 30% (6 out of 20) that were not 

met. Actually, the reality is more complex than a non-achievement explanation. Four of those requirements R-

P4-6 to 10 were referencing works related to applying AI models over Engines of the motor of certain cranes. 

This departed from the assumption that the STS cranes in the terminal (fuel-based) were an essential element 

of the pilot. However, the evolution of the pilot (as it can be checked in D5.3, D5.4 and Section 4 of this 

deliverable D5.6) required the team to focus in other AI models that were necessary to complete the goals: 

Hydraulic system of straddle carriers, Container plate identification, Detection of damaged containers at the 

edge with Computer Vision models and the application of Federated Learning in the pilot. Therefore, it can be 

concluded that, since those requirements were either COULD or SHOULD, and that ALL MUST requirements 

were met, it is not considered a shortcoming. Lastly, requirement R-P4-2 suggested the integration of the 

Terminal Operating System (TOS) into aerOS, which was not necessary since the information contained there 

was not relevant for the pilot purposes, having been substituted by real-time monitoring (IoT in the port). 

On another note, 20% of the requirements (4 out of 20) were only partially accomplished, particularly R-P4-11 

and 12, which expected the usage of straddle carriers telemetry to estimate and forecast genset vibrations 

(COULD) and inclination issues (SHOULD). As the parentheses illustrate, it was not essential to tackle such 

developments, but in any case those are well compensated by the fact of utilising (thus, validating) telemetry 

from straddle carriers to predict an overtemperature of the engine of the inverters in such type of container 

handler equipment. 

6.2.5. Pilot 5- Energy Efficient, Health Safe & Sustainable Smart 

Buildings 

Pilot 5 has deployed IoT scenarios in an innovative Smart Building testbed in the premises of OTE in Greece. 

There, several AI models for sit recommendation and energy efficiency have been collated to optimize health 

and safety in working environments. A myriad (and a quantity) of sensors have provided data via aerOS’ Data 

Fabric, and services have been orchestrated through aerOS Meta OS to achieve the goals of this pilot. Same as 

for the other pilots, the analysis of the activities done in the last two months of the project can be found in 

Section 2, while the completion and achievement of KPIs is summarised in Section 4 and extensively discussed 

in Appendix H. 

The two figures below represent, same as in the other pilots, how the 21 requirements of pilot 5 have been 

covered, either by final result (YES, NO or Partially) and those achieved per Priority. 

 

Figure 11. Pilot 5 requirement analysis: per achievement coverage and per priority 
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A total of 71,4% (15 out of 21) of Pilot 5’s requirements were achieved directly by the development of the team 

involved in the use case. Also, analysing by priority, all COULD and SHOULD requirements were either totally 

or partially achieved.  

With respect to MUST requirements, only 1 failed to be achieved. Such requirement that NOT covered, the 

analysis is clear: there is absolutely acceptable to consider Pilot 5 a total success. It is the case of R-P5-1 (Cloud 

storage and Federated Learning), FL has finally not been used in this pilot, since the priority has been given to 

the crucial operational tasks that should lead to the successful execution of the scenarios. In this sense, AI 

models have been developed for the currently available building. FL is demonstrated in pilot 4, therefore the 

compatibility of these methods and technologies is guaranteed in aerOS. 

Therefore, 20 out of 21 requirements were either completely or highly partially achieved. Those that are not 

totally covered (5 out of 21, 2 of priority MUST and 3 of priority SHOULD) revolve around non-essential 

activities of a very successful trial in aerOS. In particular R-P5-5 investigated the automation of IoT 

configuration matters, which is partially covered by self-healing and self-orchestration capabilities in aerOS’ 

Infrastructure Elements. On another side, R-P5-12 and 13 are not considered fully achieved since the acceptance 

criteria established checks that have finally not been included in the demonstrator, such as detection of false 

positives or network overhead connected to QoE surveillance. Since those were not fundamental activities, and 

the pilot has concluded satisfactorily, there is not an issue with this action. 

All in all, Pilot 5 has redounded in an excellent complete pilot, with exceeding KPIs, necessary coverage of 

requirement and outstanding level of learning and scientific and impact production. 

 

7. Final KeVI analysis 

In Deliverable 5.5, our method of KVI analysis was structured in four general steps. We first determined the 

Key Values (KVs) of social significance, provided from the UN Sustainable Development Goals. These 

values, for instance, sustainability (economic, environmental and social), digital inclusion, personal health etc., 

were then linked to Key Value Indicators (KeVIs). KeVIs capture their measurable societal impact. Moving on, 

Key value enablers were reviewed to determine the drivers that influence the adoption and scalability of the use 

cases. Finally, related Key Performance Indicators (KPIs) were related to KeVIs. This connection ensures that 

technical performance metrics could be aligned with broader societal goals. This process provided a systematic 

way to connect technological development with value-focused outcomes. 

 

 

Figure 12: The four steps of the adopted KVIs methodology 

In the current deliverable, the methodology has been formulated and expanded following the recently 

established KVI framework presented in the paper titled "Key value indicators: A framework for values-driven 

next-generation ICT solutions.". While the initial approach in D5.5, had already combined societal Key Values 

(KVs) with Key Value Indicators (KeVIs), enablers, and KPIs, the expanded methodology adds conceptual 

clarity by distinguishing values as criterion and goal and values outcome and incorporating the technical and 

system enablers.  
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KeV as criterion and goal establishes the overall objectives of each use case, identifying what societal priorities 

are met and what Sustainable Development Goals (SDGs) are targeted. KeV as outcome determines the 

measurable outcomes expected after applying the use case, detailing involved stakeholders and affected areas, 

e.g. processes, service etc. The Use Case KVIs then define the indicators that measure the impact that can be 

economic, social, environmental etc. Indicators can be approached by quantitative measures like reduction of 

emissions or qualitative way such as user satisfaction. Following is the connection of these effects to technical 

performance measures, the KPIs. As KPIs, we define the operational metrics utilized in measuring the KVIs, 

while the Target Values define the desired goals or standards for success attainment.  

To conclude this value-based analysis, the framework also incorporates enablers. Technical Enablers specify 

the technologies to enable the use case, i.e., analytics software, AI models, or 5G networks etc. and their 

corresponding Enabler KVIs specify the benefits and potential risks involved in deploying these technologies. 

Their potential benefits or risks include improvements in efficiency and accuracy as well s the challenges such 

as interoperability or security risks. At a more general level, System Enablers characterize the infrastructural 

and organizational aspects, such as data fabrics or edge services, which combine technical components into a 

working ecosystem. Their Enabler KVIs prioritize the systemic advantages these enablers contribute, for 

example reducing power usage or improving resilience, and lists possible drawbacks, such as higher complexity 

or higher investment. All these fields indicate an entire sequence from abstract societal values to technical 

implementation, making the analysis of use cases both value-driven and operationally grounded. 

 

7.1.1. Pilot 1 Data driven cognitive production lines 

Use case: Data-Driven Cognitive Production Lines 

Pilot 1 demonstrates how aerOS can transform industrial operations into more sustainable, flexible, and 

intelligent systems. Across four complementary use cases, the pilot addresses challenges ranging from energy 

efficiency and CO₂ footprint monitoring to advanced metrology, agile production reconfiguration, and cross-

factory logistics. By embedding intelligence at the edge, orchestrating resources seamlessly, and enabling real-

time monitoring and control, the pilot shows how manufacturers can achieve both environmental and economic 

sustainability while moving toward zero-defect production. 

The sub-pilots highlight this vision in practice: optimizing energy consumption on a drone production line in 

Switzerland; connecting metrology machines into a shared “Metrology Continuum” in Spain; enabling dynamic 

reconfiguration of production with AGVs and robotic arms in Germany; and coordinating AGV swarms across 

two connected factories in Italy. Together, these scenarios showcase how aerOS provides the foundation for 

resilient, data-driven, and sustainable manufacturing, aligning with Europe’s goals for innovation, 

competitiveness, and responsible resource use. 

 

Sub-Pilot 1.1 

Sub-Pilot 1.1 “Green Manufacturing (Zero Net-Energy) & CO₂ Footprint Monitoring” takes place at the Swiss 

Smart Factory (Switzerland Innovation Park Biel/Bienne). It focuses on improving the energy efficiency and 

sustainability of a drone production line. The use case monitors the carbon footprint of manufacturing by 

tracking machine energy consumption in real time. Using a network of IoT sensors and actuators, the production 

line optimizes utility usage. The objective is to minimize wasteful energy use while maintaining production 

performance. By deploying the aerOS platform in this smart factory environment, Sub-pilot 1.1 aims to 

demonstrate how edge orchestration and analytics can autonomously adjust industrial operations to be more 

frugal and sustainable. 

On the environmental side, the pilot targets the decrease of carbon footprint through precise CO₂ calculations 

and broad product coverage. This is reflected in KeV1, with KVIs like accurate CO₂ prediction and measurement 

per product. The corresponding KPIs, such as achieving >80% accuracy in CO₂ prediction and covering 10–

100% of products, provide measurable milestones. For Sub-Pilot 1.1, this means embedding aerOS components 
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to enable real-time monitoring and predictive analytics, supporting manufacturers and customers in lowering 

production-related emissions. 

 

Figure 13: KVI analysis of sub-Pilot 1.1 

Economically, Sub-Pilot 1.1 addresses efficient calculation models and transparent data access (KeV1 and 

KeV2). The use of improved models and faster data retrieval ensures operators and technical teams can work 

with up-to-date CO₂/Product Carbon Footprint (PCF) data, minimizing delays and enhancing productivity. KPIs 

such as reducing calculation time by over 30% and accessing CO₂/PCF data in under two minutes ensure that 

innovation translates into real-world time and cost savings. These improvements are especially relevant in 

manufacturing settings where delays or inaccuracies can ripple across entire supply chains. 

To achieve these goals, technical and system enablers play a crucial role. Flexible analytics tools (like Node-

RED, lightweight AI, and real-time dashboards) contribute to higher prediction accuracy, better product 

coverage, and faster access to key metrics, though they also introduce challenges around data sharing and cloud 

dependencies. Additionally, edge intelligent services provided through aerOS, such as EAT and Data Fabric, 

reduce cloud traffic, lower emissions, and enhance resilience to network issues, while requiring careful 

supervision to prevent data duplication and manage the complexity of multiple edge nodes. Together, these 

enablers ensure that Sub-Pilot 1.1 not only delivers on its sustainability promises but does so in a technically 

robust and economically scalable way. 



D5.6 – Technical evaluation, validation and assessment report (2) 

 

53 

 

Figure 14: Technical enablers of sub-Pilot 1.1 

 

Figure 15: System enablers of sub-Pilot 1.1 

 

Sub-Pilot 1.2 

As companies demand ever higher levels of productivity, flexibility, and excellence, the metrology sector must 

evolve. Production metrology in particular has to adopt new technologies to become faster, more accurate, and 

more resilient. Pilot 1.2 addresses this challenge at Innovalia’s Didactic Factory in the Automotive Intelligence 

Center, where the aerOS Meta-OS has been deployed to unlock the full potential of IoT–Edge–Cloud 

capabilities. With aerOS, services can be deployed and managed remotely, authentication is handled in a secure 

and robust way, and a stronger edge layer ensures reliability on the shop floor. 

The impact of this pilot is measured through both environmental and economic sustainability objectives. On the 

environmental side, the focus is on reducing CO₂ emissions by making metrology processes more efficient. This 

is captured in the target of reducing digital service programming time to just two days, cutting energy use 

and demonstrating responsible production practices. On the economic side, the pilot improves process stability, 
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setup simplification, and workflow efficiency. Clear performance targets guide progress: a 10% increase in 

process accuracy, maintaining digital service programming time at two days, and achieving a throughput of five 

parts per hour in dimensional quality control. 

 

Figure 16: KVI analysis of sub-Pilot 1.2 

To reach these outcomes, the pilot leverages powerful technical enablers. Flexible analytics ensure alignment 

with EU sustainability policies and increase public acceptance, though they require recurrent demonstrations 

and monitoring. Edge computing accelerates processes such as point cloud generation and analysis, eliminating 

the delays of cloud-only approaches, even if it requires replacing outdated gages. On top of this, system enablers 

like edge intelligent services drive long-term cost reductions while M3 software with touch and optical sensors 

lowers the expertise barrier for operators, increasing speed and flexibility without compromising quality. 
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Figure 17: Technical enablers of sub-Pilot 1.2 

Traditionally, Coordinate Measuring Machines (CMMs) worked in isolation, confined to special factory rooms, 

separated from production, and each with its own controller and environment. This approach is incompatible 

with zero-defect manufacturing strategies, which require machines that are connected, intelligent, and secure. 

Through aerOS, these machines are now part of a shared environment known as the Metrology Continuum. 

Operators can view all available machines, choose where to run a program, and even activate remote controls 

such as a virtual joystick. Instead of being tied to a single device, they can combine different hardware and 

measurement tools, selecting the most suitable machine for each task and accessing IoT-connected devices 

whenever needed. 

 

Figure 18: System enablers of sub-Pilot 1.2 

Digital twins play a central role in this transformation. Each machine is mirrored virtually, allowing operators 

to follow its performance in real time, analyze its behavior, and continuously optimize measurement quality. 
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This results in greater precision, higher efficiency, and a step change in flexibility. Metrology is no longer a 

bottleneck, it is becoming a connected, intelligent ecosystem that supports smarter and more resilient 

manufacturing. 

Through these advances, Pilot 1.2 demonstrates how aerOS transforms metrology into a connected, intelligent, 

and flexible ecosystem. It improves precision and efficiency today, while laying the foundations for the zero-

defect, resilient manufacturing of tomorrow. 

 

Sub-Pilot 1.3 

The “Zero ramp-up safe PLC reconfiguration for lot-size-1 production” use case focuses on establishing a 

versatile production system that demonstrates the potential of modular, efficient, and adaptable manufacturing 

operations. The scenario showcases the integration of Automated Guided Vehicles (AGVs) and robotic arms 

through aerOS decentralized intelligence and Siemens SIMATIC Industrial EDGE technology. This 

implementation enables dynamic production line modifications and demonstrates the feasibility of flexible 

manufacturing solutions that overcome the limitations of traditional static production systems. 

The scenario promotes economic sustainability and innovation through its focus on optimizing manufacturing 

workflows and increasing process stability. The KeVs under this domain target enhanced efficiency and 

reliability in production processes. The KVIs assess operational aspects such as AGV task performance and 

manufacturing downtime reduction. Performance is measured through KPI#2.1.7, which targets AGV usage 

above 80%, demonstrating the system's ability to maintain high utilization rates of automated resources. 

Additionally, KPI#2.1.8 measures AGV availability with a target of above 95%, highlighting the system's 

reliability and operational stability. 

 

Figure 19: KVI analysis of sub-Pilot 1.3 

The technical enabler "Intelligent orchestrator for dynamic production" addresses these sustainability goals by 

increasing productivity and throughput through optimized AGV utilization. This is achieved while maintaining 

robust data security measures to protect sensitive manufacturing information. The system enabler, Siemens 

Industrial Edge computing platform, complements these capabilities by providing reduced latency and faster 

response times for real-time production optimization, while also offering lower infrastructure and maintenance 

costs compared to traditional cloud-based solutions. 
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Figure 20: Technical enablers of sub-Pilot 1.3 

The pilot's implementation leverages sophisticated hardware setup in a Siemens Tech laboratory, including three 

AGVs and two mobile robot arm modules. This infrastructure is supported by advanced networking capabilities 

through Wi-Fi connectivity and industrial-grade protocols. The integration activities focus on implementing key 

aerOS components such as the High-Level Orchestrator (HLO) and self-capabilities, to enable intelligent service 

allocation and resource management. 

The simplified life aspect is addressed through the system's ability to automate complex manufacturing 

processes and provide flexible, adaptable production solutions. This aligns with both SDG#9 (Industry, 

innovation and infrastructure), SDG#11 (Sustainable cities and communities) and SDG#12 (Responsible 

consumption and production) by demonstrating how advanced manufacturing technologies can contribute to 

more sustainable and efficient industrial operations. The intelligent resource management and optimization 

capabilities ensure optimal use of manufacturing resources, while the automated orchestration of AGVs and 

robotic arms minimizes idle time and reduces waste in production processes, directly supporting sustainable 

manufacturing practices and responsible resource utilization. 

 

Figure 21: System enablers of sub-Pilot 1.3 

The validation activities will be conducted in the laboratory setting, focusing on the system's ability to 

autonomously make informed decisions about task allocation and resource utilization. The defined KPIs provide 

clear metrics for evaluating the success of the implementation, ensuring that the scenario delivers measurable 

improvements in manufacturing efficiency and reliability. 
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  Sub-Pilot 1.4 

Sub-Pilot 1.4 demonstrates AGV Swarm, Zero Break-down Logistics, across two connected factories (MADE 

Competence Center and POLIMI) coordinated through aerOS to optimize intralogistics and outsource work 

when the primary line nears saturation. Orders are ingested and aggregated by containerized Order Manager 

apps and exposed as NGSI-LD entities in Orion-LD; a synthetic order generator feeds realistic workloads for 

end-to-end tests. When thresholds (e.g., queue length, line/AGV status) indicate overload, an ML-based 

optimizer (Random Forest) dispatches work to the external POLIMI line, where a ROS-based AGV stack, 

executes predictable linear paths for perceived safety, with a Flask/ROS bridge enabling direct missions from 

the front-end “AGV Commander.” The multi-domain continuum (NASERTIC entry, MADE edge, POLIMI 

edge) is orchestrated via the aerOS Management Portal with role-based access (aerOS AAA), spanning 

K8s/K3s/Docker to reflect platform-agnostic deployment. Together, this validates order-to-execution flow, 

decentralized logistics intelligence, and smart cross-site allocation in a realistic valve-production scenario. 

Key values are addressed via KVIs/KPIs, technical and system enablers. More specifically, economic impact, 

aggregating orders and batching material moves with the Order Manager, plus ML-guided outsourcing to 

POLIMI, targets shorter order lead time, higher throughput, and reduced logistics cost per unit. KPIs are 

computed from order-state entities and orchestrator logs (e.g., missions per hour, line utilization, outsourced vs. 

local orders). Technical enablers include the dual Order Manager (MADE/POLIMI), the outsourcing optimizer, 

and REST APIs added to MADE’s LEA platform for programmatic order launch and status retrieval. 

 

Figure 22: KVI analysis of sub-Pilot 1.4 

From the environmental sustainability perspective, sub pilot 1.4 pushes computation and control to the edge 

(12 of 13 applications, ~92%, now run at edge IEs), cutting needless traffic to the cloud and enabling local, 

lower-latency decisions that reduce AGV idle time and empty runs. KVIs/KPIs include % workloads at edge 

(baseline “all cloud” → ~92% edge after aerOS), AGV travel per delivered order, and energy per mission 

derived from Orion-LD telemetry. These are enabled by Orion-LD semantics (NGSI-LD) and federated 

orchestration over heterogeneous IE nodes. 
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Figure 23: Technical enablers of sub-Pilot 1.4 

Operational safety and reliability are related to ROS navigation stack which was deliberately adapted away from 

reactive local planners toward predictable, orthographic movements; obstacle encounters trigger controlled 

stops (not spin-recovery), improving operator trust.  

Interoperability and scalability are accomplished through continuum spans NASERTIC (entrypoint) and two 

factory domains with K8s/K3s/Docker and mixed ARM64/AMD64 images. Standard interfaces (NGSI-

LD/Orion-LD, REST), containerization, and role-based access (aerOS AAA) are used throughout, measured via 

KVIs like successful cross-domain deployments and API conformance checks. System and technical enablers 

include the aerOS Management Portal, identity services, Orion-LD integration, and packaged apps (Order 

Manager, Order Generator, AGV Commander). 

 

Figure 24: System enablers of sub-Pilot 1.4 

Overall, sub-Pilot 1.4 evidence the aerOS value proposition for lot-size-1 logistics: decentralized intelligence 

to keep lines flowing, external-factory spillover when saturated, and measurable improvements in edge 

execution, utilization, and safety, validated through end-to-end scenario tests from order creation to AGV 

mission completion 
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7.1.2. Pilot 2 Containerised edge computing near renewable energy 

sources 

Use case: Containerized Edge Computing near Renewable Energy Sources 

As it was described in Deliverable 5.5, Pilot 2 addresses the critical challenge of achieving sustainable 

computing through the strategic deployment of containerized edge computing infrastructure directly at 

renewable energy sources. The pilot demonstrates the aerOS platform's capability to intelligently orchestrate 

computing tasks between federated edge nodes and cloud resources while maximizing the utilization of 

renewable energy and minimizing overall energy consumption. Through two complementary scenarios: Green 

Edge Processing and Secure Federation of edge/cloud, the pilot validates energy-conscious computing practices 

that align computational workloads with renewable energy availability, delivering measurable improvements 

across environmental, economic, societal, and data privacy sustainability domains.  

The pilot promotes environmental sustainability by focusing on the reduction of carbon footprint and energy 

waste through strategic placement of edge computing resources at renewable energy premises and intelligent, 

energy-aware workload distribution. These are critical given the increasing environmental impact of traditional 

cloud computing infrastructure. The KeVs under this domain include renewable energy utilization 

maximization, energy consumption optimization, and carbon footprint reduction through intelligent task 

scheduling. The KVIs assess operational aspects such as monthly renewable energy consumption, green energy 

share for carbon-aware workloads, and energy efficiency improvements through edge processing. Performance 

is measured through KPI 2.2.1, which targets 20 MWh/month of consumed renewable energy, demonstrating 

substantial energy usage powered by clean sources. Additionally, KPI 2.2.5 measures carbon awareness by 

targeting 60% green energy share for jobs with green energy preference labels, ensuring that environmentally 

conscious workloads are prioritized for renewable energy sources when available. 

Economic sustainability focuses on achieving cost-effective operations through optimized resource utilization, 

efficient task distribution, and scalable infrastructure deployment that maximizes computational efficiency 

while minimizing operational costs. The KeVs in this domain emphasize operational efficiency through 

intelligent resource management, scalability of computing infrastructure, and cost reduction through renewable 

energy integration. The KVIs relate to CPU utilization efficiency, task execution success rates, and 

infrastructure scalability indicators. Performance is measured through KPI 2.2.4, targeting 80% CPU utilization 

efficiency to ensure optimal resource usage and energy conservation through proper autoscaling solutions. 

Furthermore, KPI 2.2.3 measures the scalability of task distribution with a target of 10,000 tasks executed per 

month, demonstrating the economic viability and efficiency of the aerOS orchestration system. 
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Figure 25: KVI analysis of Pilot 2 

Societal sustainability addresses the broader impact of sustainable computing practices on communities and 

the transition to clean energy infrastructure, focusing on supporting renewable energy adoption and 

demonstrating responsible technology deployment in critical energy infrastructure environments. The KeVs 

encompass community benefit through renewable energy integration, technological advancement in sustainable 

computing, and workforce development in green computing practices. The KVIs track renewable energy 

infrastructure utilization rates, community energy resilience improvements, and technology adoption indicators. 

This domain shares KPI 2.2.1 with the environmental domain, reinforcing the 20 MWh/month renewable 

energy consumption goal. Additionally, KPI 2.2.6 evaluates the deployment of federated edge infrastructure, 

with a target of connecting 2 edge nodes at different renewable energy locations, demonstrating the pilot's 

contribution to building distributed, community-integrated computing infrastructure. 

Environmental and Economic sustainability is addressed through renewable energy monitoring systems 

which contribute to dynamic energy management and computational load balancing. These systems 

continuously track parameters such as renewable energy generation from wind and photovoltaic farms, 

computational demand, and network performance, enabling real-time optimization of task distribution to 

maximize green energy utilization. As a result, dynamic energy management and the reduction of operational 

costs occur. That can lead directly to reduced carbon footprint and more efficient utilization of renewable energy 

sources. However, accuracy must be a priority since the possibility of hardware malfunctions, environmental 

interferences, or calibration issues may lead to inaccurate sensor readings, which could affect decision-making 

processes. 

The next technical enabler is aligned with environmental sustainability as well as with economic 

sustainability. More specifically, energy-aware task orchestration and intelligent workload distribution is very 

important to ensure optimal resource utilization and carbon footprint reduction. This involves collecting real-

time data on renewable energy availability, computational requirements, and system performance to determine 

the most suitable placement for computing tasks. This can lead to improved energy efficiency and cost 

optimization since it can provide intelligent allocation of computational resources based on green energy 
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availability. Yet, this technology is not without risk—incorrect predictions or missed optimizations from 

energy-aware scheduling systems could lead to suboptimal resource allocation or a failure to maximize 

renewable energy utilization when intervention is required. 

 

Figure 26: Technical enablers of Pilot 2 

In the context of economic sustainability, the development of containerized deployment and autoscaling 

technologies has been conducted. These technologies allow intelligent management of computing resources and 

support scalable decision-making for resource optimization. To develop efficient and cost-effective 

infrastructure, it can ensure that resource allocation is not only optimal but also adaptable. This is essential for 

meeting operational efficiency requirements, but it is also scalable and economically viable. These attributes 

can assure stakeholders that infrastructure investments are based on proven scalability principles. The 

implementation of a comprehensive containerized system may come with high initial investment costs, such as 

infrastructure setup, system integration, and staff training. 

From the network and connectivity perspective, federated edge infrastructure management can contribute to a 

stable, reliable, and flexible connectivity between distributed computing nodes. These networks and 

components allow faster data transmission and support real-time analytics across the federated infrastructure. 

They can also enable dynamic execution of load balancing protocols as well as improve coordination among 

the distributed nodes, supporting operational efficiency. Besides all these benefits, careful management of 

network connectivity, data synchronization, and fault tolerance is essential since federated systems introduce 

new complexity, distributed nodes can act as potential failure points affecting overall system reliability. 

Scalable task distribution and batch processing capabilities are a vital connection between computational 

demand and system performance. Stimulated by intelligent algorithms, they enable real-time autonomous 

scheduling of computing tasks across the federated infrastructure e.g., AI processing, data analytics, or batch 

job execution based on energy availability and system capacity. In that way, it maintains computational 

efficiency and resource optimization without any manual intervention from operators. This system enabler 

serves both environmental and economic goals by reducing energy waste and encouraging optimal resource 

utilization. However, it is possible to have scheduling conflicts or resource allocation failures in upstream task 

management systems. 
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Figure 27: System enablers of Pilot 2 

Lastly, comprehensive monitoring and analytics infrastructure is a very important aspect especially in case of 

achieving long-term operational sustainability in federated edge computing deployments. This system enabler 

supports the centralized monitoring and distributed analysis of system performance, energy consumption, and 

environmental as well as societal impact. The system has the ability to provide detailed insights effectively 

over time without exponential monitoring overhead. On the other hand, initial capital investments for 

monitoring platform setup, analytics tools integration, and comprehensive logging systems can be significant. 

 

7.1.3. Pilot 3 High performance computing platform for connected and 

cooperative mobile machinery 

Use case: High Performance Computing Platform for Connected and Cooperative 

Mobile Machinery to improve CO2 footprint 

As detailed in D5.5, Pilot 3 focuses on the introducing advanced digital technology in agriculture for reducing 

resource consumption and increasing efficiency, thus providing overall environmental benefits. In particular, 

the pilot addresses the challenges related to lack of stable connectivity in rural areas by leveraging edge 

computing and combined with limited network infrastructures such as 4G and 5G, to enable real-time control 

of farming operations without relying on constant cloud access. This is especially important for coordinating 

and optimizing tractor activities, contributing to more efficient and sustainable farming. Existing systems, such 

as networked and collaborative agricultural devices, often struggle with challenges like limited data access, 

processing capacity, data protection, and consistent cloud availability. In-vehicle edge units (e.g., TTC edge 

platform), working together with other smart sensors and devices, communication modules, and the broader 

compute continuum, will be enhanced by the deployment of the MetaOS framework that supports secure and 

efficient automation. 

Pilot 3 addresses environmental sustainability by focusing on reducing energy consumption, CO₂ emissions, 

and overall resource use in smart farming operations. By executing AI analytics directly at the edge,closer to 

the machinery, latency and reaction times are minimized, enabling faster and more efficient decision-making. 

A key enabler is the use of platooning, where multiple vehicles operate in coordinated formations to optimize 

fuel efficiency and reduce emissions. As part of the pilot, preliminary AI applications have been tested to detect 
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weed in the fields using camera-based analytics, allowing for targeted spraying. This approach significantly 

reduces pesticide use and shortens tractor operation time, contributing to lower CO₂ emissions. These outcomes 

are directly linked to KPI#2.3.3, which measures emission reductions achieved through collaborative vehicle 

strategies. Overall, the pilot demonstrates how digital technologies can reduce CO₂ emissions by up to 40% for 

both diesel and electric tractors operating in swarm configurations, supporting the EU Green Deal and 

sustainable rural development objectives. 

 
 

Figure 28: KVI analysis of Pilot 3 

 

Pilot 3 also supports economic sustainability and innovation by enhancing the efficiency and scalability of 

large-scale agricultural production systems. The capability to orchestrate the execution of AI analytics across 

the IoT-edge-Cloud continuum, enables real-time decision-making and automation in the field. The proposed 

application involves the use of deep neural networks to process images from the cameras mounted on the tractor. 

These AI models are trained to identify weed infested areas in real-time in order to optimize spraying paths and 

reduce the amount of pesticide that is used. The efficiency of the AI algorithms is measured in frame per second 

and reflects the performance of AI services executed at the edge on robust hardware platforms operating in 

remote and demanding environments. By leveraging the aerOS framework, the KPI#2.3.2 related to 

performance improvement at the edge has been achieved and the initial FPS rate has been increased by more 

than 20% at field operating speed of 20km/h. 
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The pilot supports societal sustainability by enhancing connectivity capabilities in rural agricultural areas, 

where network infrastructure is often limited. Through the deployment of low-latency networks such as 4G and 

5G, combined with data preprocessing techniques, the pilot improves communication efficiency and enables 

real-time responsiveness in smart farming operations. Each vehicle is equipped with high-performance 

computing platform with improved performances such as GPU: 12.6 FP16 TFLOPS and CPU: SPECint 2006 

score of 22, SPECint rate of 140 GFLOPS. This upgrade allows for advanced processing directly on the 

machine, even in demanding field conditions. These capabilities demonstrate the achievement of KPI#2.3.1, 

which measures performance and connectivity improvements at the single-vehicle level.  

By ensuring reliable, high-speed communication and processing in remote environments, we support bridging 

the digital divide, empowering also rural communities, and aligning with EU goals for a more inclusive digital 

transformation. Lastly, the pilot aims to simplify life in sustainable cities and communities by enabling 

automated, safe, and secure execution of tasks directly at the edge of vehicle swarms. Each vehicle is equipped 

with its own far-edge node running aerOS framework, allowing for decentralized intelligence and autonomous 

operation in complex agricultural environments. The vehicles are interconnected with onboard smart devices 

and sensors, forming a responsive and adaptive system capable of executing advanced automation operations 

without relying on constant cloud connectivity. This setup contributes to reducing human intervention and 

enhances safety, reliability and efficiency of rural production systems. The impact is measured through 

KPI#2.3.2, which tracks performance improvements that have been achieved by executing the AI analytics at 

the edge. 
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Figure 29: Technical enablers of Pilot 3 
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Figure 30: System enablers of Pilot 3 

 

7.1.4. Pilot 4 Smart edge services for the port continuum 

Use case: Smart edge services for the Port Continuum 

Pilot 4 aims to enhance cargo operations at EGCTL through smart edge services for the Port Continuum. Cur-

rently, Quay and Yard cranes at EGCTL rely on multiple PLC controllers, which are the most accurate source 

of data on crane status. However, Big Data, AI/ML, and IoT technologies are primarily based on remote servers 

or cloud platforms, creating a gap between the precise data from PLCs and the KPIs used for analysis and 

predictions. This gap results in real-time observability challenges and latency issues, hindering terminal effi-

ciency and potentially causing operational disruptions. As physical expansion of terminals is not feasible, im-

proving operational performance necessitates adopting the Industry 4.0 digitalization paradigm. This approach 

enhances decision-making by improving information availability and presentation. While first-generation IoT 

architectures cannot support advanced computer vision and predictive maintenance services directly at the edge, 

aerOS enables the orchestration of smart edge services. This allows maritime companies to react more quickly 

without relying on high-performance cloud processing. Not only from an operational perspective, but also by 

embracing digital transformation, port terminals like EUROGATE Container Terminal Limassol aim to reduce 

human error, and foster a safer working environment, thereby aligning with global standards and Sustainable 

Development Goals (SDGs). 

One of the key value drivers of the pilot and for EGCTL is the enhancement of personal health and protection 

from harm, directly addressing SDG#3: Good Health and Wellbeing. By implementing AI-based predictive 
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analytics, maintenance teams can make faster and more accurate decisions, thereby reducing human errors and 

associated safety risks (KeV1). This proactive approach ensures that machinery undergoes maintenance pre-

cisely when needed, minimizing unexpected failures and incidents (KeV2). The anticipated outcomes included 

KPIs such as 20-30% reduction in equipment idle time due to failures or 30-40% increase in the detection of 

equipment malfunctions through automated systems compared to 2023 levels. 

Economic sustainability and innovation are also central to the terminal's digitalization strategy, aligning with 

SDG#9: Industry, Innovation, and Infrastructure. The adoption of AI-enabled early fault detection and opti-

mized scheduling is expected to reduce operational (KeV4) and maintenance costs (KeV6). Furthermore, the 

integration of AI models for predictive maintenance of Container Handling Equipment (CHEs) aims to extend 

their lifespan (KeV3), a higher asset utilization in operation (KeV5). To do so, it was set that at least 80% 

precision and F1-score performance metrics shall be guaranteed. Additionally, the implementation of classifi-

cation AI models for damaged seals is targeted to reach 60% accuracy and F1 scores, enhancing the reliability 

and efficiency of operations. 

Finally, the terminal plans to implement autonomous container seal inspections, simplifying operational 

processes, contributing also to Simplified life and to SDG#3: Good Health and Wellbeing. This scenario is 

helping on reducing the need for human intervention (KeV7), and thereby decreasing safety hazards associated 

with personnel working in close proximity to heavy machinery (KeV8). This automation was achieved by 

fulfilling KPI-2.4.3, leading to a 30-40% increase in the detection of actual damaged containers, comparing 

manual reports by staff to automatic system reports. 
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Figure 31: KVI analysis of Pilot 4 
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Figure 32: Technical enablers of Pilot 4 
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Figure 33: System enablers of Pilot 4 

7.1.5. Pilot 5 Energy Efficient, health safe and sustainable smart 

buildings 

Use case: Energy Efficient, Health Safe & Sustainable Smart Buildings 

As it was described in Deliverable 5.5, Pilot 5 addresses the complex challenges created by the COVID-19 

pandemic in the context of smart buildings, where traditional methods such as maximizing workspace 

occupancy are no longer acceptable without careful attention to safety, health, and energy efficiency. The pilot 

demonstrates the use of the aerOS platform, integrating real-time data processing, AI, 5G, and IoT technologies 

to autonomously optimize building operations. It delivers measurable improvements across multiply 

sustainability domains and beyond: environmental, societal and personal health, economic, and data privacy. 

The pilot contributes to environmental sustainability through the reduction of energy consumption, resource 

wastage and enhancing real-time edge processing capabilities. The KeVs under this domain include energy 

efficiency and processing responsiveness. The KVIs measure operational aspects such as working area energy 

consumption, utilization efficiency in far-edge nodes, and reductions in communication latency. Performance 

is measured through KPI#2.5.1 achieving a 20% reduction in daily energy consumption via frugal AI and edge 

processing. In addition, KPI#2.5.2 measures the communication latency at the edge with a goal of staying below 

100 milliseconds, highlighting improvements in processing speed (20% less memory utilisation) and service 

resilience (90% increase in recovery time). 

Societal sustainability focuses on improving the health, well-being, and productivity of employees within 

smart building environments. Also, the domain of Personal health and protection from environmental hazards 

is addressed by the same KeVs, KVIs and KPIs. This includes ensuring air quality, minimizing health-related 

workplace disruptions, and supporting a balanced working environment. The KeVs include reduced health 

incidents, maintaining air quality, and deploying health monitoring systems. KVIs track metrics such as an 

improvement in air quality, decreases in disruptions, health monitoring index, CO2 emission cuts, and 
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improvements in productivity. This plot adopts KPI#2.5.1 from the environmental sector, citing once more the 

20% energy consumption drop. Besides, KPI#2.5.7 ensures air quality by restricting CO₂ concentration to 

below 600 ppm, a threshold compatible with health safety policies and KPI#2.5.8 assessing seven AI models 

deployment during the trial to ensure adaptive and intelligent monitoring of the environment. 
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Figure 34: KVI analysis of Pilot 5 

Economic sustainability focuses on creating operational efficiency, scalability, and coordination of resources 

in operations within buildings. KeVs in this domain are focused on enabling cost-low operations, enabling 

seamless scaling of services, and making deployment of digital services simple. The KVIs are all relevant to 

energy saving, flexibility, and maximized service orchestration. Along with reuse of KPI#2.5.1 on energy 

efficiency, this category includes KPI#2.5.4 (target: 99.99% availability of service), KPI#2.5.5 (target: <10 

minutes for deploying service), and KPI#2.5.6, which counts the number of services under direct control by the 

aerOS orchestrator with a target of three services autonomously managed. 

Finally, Pilot 5 covers Privacy and confidentiality domain by applying strong authentication and authorization 

in the IoT environment. The benefit here is end-to-end security during data transfer and processing. Relevant 

are KPI#2.5.2, sustaining latency of below 100 milli seconds in order to enable safe and timely data exchange, 
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and KPI#2.5.3, ensuring the integration of three aerOS Virtual Network Functions (VNFs) into the 5G network. 

These VNFs are contributing to as robust and secure network infrastructure. 

From technical enablers perspective, the Environmental and Economic sustainability can be addressed 

through IoT-based monitoring sensors, These sensors contribute to a dynamic and energy-efficient 

environmental management. These sensors monitor parameters such as temperature, occupancy, and power 

consumption in real-time, enabling real-time energy optimization. This leads to dynamic energy management 

and reduction of operational costs. That can have a direct impact on lowered energy consumption and wiser 

utilization of resources. However, accuracy must be a priority since the possibility of hardware errors, 

environmental interference, or calibration errors may lead to inaccurate sensor readings, which could affect 

decision-making processes. 

 

The next technical enabler is aligned with Societal sustainability as well as with Personal health and 

protection from harm. More specifically, calculating and continuously monitoring the Health Index of indoor 

environments is very important to ensure employee well-being. This involves collecting sensor data for air 

quality, humidity, temperature etc. to determine the suitability of a workspace. A room’s health index, as a 

metric, reflects the overall quality of the indoor environment with regard to human comfort and safety. By 

combining important environmental factors including temperature, humidity, CO₂ levels, and PM into a single 

easily comprehensible number between 0 and 100, this score contributes to the larger objective of encouraging 

healthier and more energy-efficient workplaces. This can lead to an improved workplace health and well-being 

since it can provide early detection of harmful environmental conditions. However incorrect alerts or missed 

detections from health monitoring systems could lead to false alarms or a failure to act when intervention is 

actually required. 

 

Figure 35: Technical enablers of Pilot 5 

In the context of Personal health and protection from harm, the development of an  AI algorithm has been 

conducted. This algorithm allows intelligent analysis of collected data and supports explainable decision-
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making for health and safety. Ensuring that there is a secure and trustworthy AI, which can make the choices 

not only correct but also traceable, it is especially critical to ensure compliance with workplace safety 

regulations in a compliant and transparent way. These attributes can provide assurance to stakeholders that 

health-related interventions are based on explainable logic. The implementation of a trustworthy AI system may 

come with high investment cost such as training data, cybersecurity, and system validation.  

 

Last but not least, from the network and connectivity perspective, 5G technology and Virtual Network Functions 

(VNFs) can contribute to a stable, reliable and flexible connectivity in smart buildings. These networks and 

components allow faster data transmission and support real-time analytics at the edge. They can also enable 

dynamic execution of security protocols as well as improve trust among the stakeholders, supporting Privacy 

& Confidentiality. Beside all these benefits, careful management of access controls, encryption, and anomaly 

detection is essential since 5G introduces a new attack surface since connected devices can act as cyber-attack 

entry points. 

 

Smart actuator systems are a vital connection between digital decision-making and physical action. Stimulated 

by AI, they enable real-time autonomous responses to changes in the building environment e.g., ventilation, 

lighting, or temperature control on the basis of sensor data. In that way, it maintains an indoor setting healthy 

and adaptable without any intervention from humans. This system enabler serves both health and 

environmental goals by reducing energy waste and encouraging occupant safeguarding. However, it is possible 

to have false alarms or detection failure in upstream health monitoring systems.  

 

Figure 36: System enablers of Pilot 5 

 

To address Privacy and confidentiality, a secure end-to-end system has been developed to ensure that 

authentication, data transmission, and processing procedures are protected through robust encryption and 

privacy-preserving mechanisms. Security and privacy are critical aspects in any system that collects, processes, 

and acts on personal or operational data. However, the number and severity of security vulnerabilities should 

be evaluated and reported, particularly those introduced by decentralized architectures like edge computing. 

 

Lastly, scalability and cost-efficiency are very important aspects, especially in case of achieving long-term 

Economic sustainability in smart building deployments. This system enabler supports the centralized 
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orchestration and decentralized deployment of smart infrastructure services. The system has the ability to scale 

effectively over time without exponential cost increases. However, upfront investments for platform setup, 

hardware upgrades, and training can be significant. 
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8. Conclusions 

Deliverable D5.6 concludes the validation and evaluation cycle of the aerOS project by presenting all 

evidence from the technical, operational, and impact assessments conducted in the frame of the last project 

phase. Evidence from extensive cross-domain testing and pilot deployments underlines that aerOS 

successfully demonstrated the maturity and robustness of its Meta-Operating System approach for the Cloud-

Edge-IoT continuum. Coordinated and integrated validation activities across five pilots in manufacturing, 

energy, agriculture, ports, and buildings confirmed that the aerOS framework enables interoperability, 

scalability, and secure orchestration across heterogeneous environments. 

 

Technically, the platform reached or outperformed most of its KPIs in proving the capability of handling 

distributed intelligence, ensuring trust and cybersecurity, while optimizing edge-cloud resource allocation. 

Pilot-level KPIs further underlined the flexibility of the architecture by showing quantifiable benefits with 

respect to operational efficiency, energy consumption reduction, CO₂ emission mitigation, and automation. 

These were supplemented by the impact KPIs, which showed that significant advancement has been achieved 

in dissemination, standardization, and industrial commitment, confirming the contribution of aerOS to 

European digital domain and open innovation. 

 

Analysis of the requirement coverage performed and the assessment of the Key Value Indicators provide good 

proof of the alignment between originally set project objectives and results delivered. Indeed, practically all 

technical and functional requirements were met, hence underlining that the resulting aerOS solution is both 

technically and industrially relevant. Results prove that aerOS is ready for large-scale adoption and can serve 

as one of the key foundational enablers for next-generation, federated, and intelligent digital ecosystems in 

Europe. Overall, the results presented in this deliverable provide evidence for the project vision: designing a 

unified intelligent and secure Meta-OS, which will be able to connect cloud and edge infrastructures in a 

seamless way, enabling interoperability, efficiency, and sustainability across various sectors. 
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A. Appendix A. Validation Activities 
 

The following sections describe the last activities performed by each pilot. All the Validation activities –including KPIs—and the pending Integration activ-

ities, reported on the previous D5.4. Together with these activities, descriptions of the pilots and their scenarios can be found. 

Pilot 1 – Data-Driven cognitive production lines 
Pilot 1 is divided into 4 Sub-pilots (1.1, 1.2, 1.3 and 1.4) being the Business Process (BP) the part of the code that references it, hence BP1 for Pilot 1.1, BP2 

for Pilot 1.2, BP3 for Pilot 1.3, and BP4 for Pilot 1.4. 

Demonstrates how aerOS turns four heterogeneous factory scenarios into one orchestrated, secure continuum that moves intelligence to the edge, standardizes 

live context with NGSI-LD, and enables resilient, multi-site operations. In P1.1, the drone line was fully connected to aerOS to deliver real-time CO₂/PCF data, 

footprint prediction beyond target for the two main product types, 100% product coverage, and model setup time collapsing from minutes to under a second—

showing tangible gains in sustainability and data transparency. P1.2 shifted metrology from manual, on-site procedures to remote, autonomous operation: 

dockerized OPC-UA services and self-recovery raised accuracy, cut programming time from ~10 days to just over two, and lifted throughput beyond five 

parts/hour while maintaining secure access and a live digital twin of each station. P1.3 proved the reuse of containerized “skills” for AGVs—autonomous 

docking for wireless charging and coordination with robot-arm cells—lifting availability to 96% and usage to 84% without major hardware changes. P1.4 

extended optimization across sites via federated orchestration and shared context, reducing AGV trips by ~39% and CO₂ emissions by ~39.4% for the validated 

flow. Collectively, Pilot 1 evidences measurable gains in sustainability, accuracy, efficiency, and productivity, validating aerOS as the connective tissue for 

cognitive production lines. 

 

PILOT 1 2024 2025 

Code Name 
M1

9 M20 M21 

M2

2 M23 

M2

4 M25 M26 M27 M28 M29 M30 M31 

M3

2 M33 M34 M35 M36 M37 

M3

8 

Pilot 1.1 - (Business Process 1) - Green 

Manufacturing and CO2 Footprint Moni-

toring                     

Setup & Procurement Activities                     

P1-BP1-SA1 Stations identification for the trial                     

P1-BP1-SA2 Hardware setup                     

P1-BP1-SA3 Equipment configuration                     

Development Activities                     

P1-BP1-DA4 Definition of IT architecture                     

P1-BP1-DA5 

Communication infrastructure developed 
or adapted                     
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P1-BP1-DA6 APIs setup                     

P1-BP1-DA7 Software configuration / development                     

Integration Activities                     

P1-BP1-IA8 

Identification of place of deployment in 
current architecture                     

P1-BP1-IA9 Requirements definition for deployment                     

P1-BP1-IA10 Test energy data collection                     

P1-BP1-IA11 

Adjust equipment configuration accord-

ing to first feedback                     

P1-BP1-IA12 aerOS Basic components                     

P1-BP1-IA13 aerOS Non Basic components                     

P1-BP1-IA14 Dashboard creation with energy data                     

P1-BP1-IA15 

Integration of data analysis service for 
reports and statistics creation                     

P1-BP1-IA16 

Creation of a future prediction of the 

CO2 footprint for each product                     

P1-BP1-IA17 Experimenting with Gaia-X services                     

Validation Activities                     
P1-BP1-

VA18 Data quality verification                     
P1-BP1-

VA19 Digital Product Passport implementation                     
P1-BP1-

VA20 Improvement activities                     
P1-BP1-

VA21 KPIs validation                     
P1-BP1-

VA22 Qualitative validation                     
P1-BP1-

VA23 Evaluation and reporting                     
Pilot 1.2 - (Business Process 2) - Automotive 

Smart factory Zero defect manufacturing                     

Setup & Procurement Activities                     

P1-BP2-SA1 

Installation of control camera in the 

CMM                     

P1-BP2-SA2 

Installation of pressure sensor in the 
CMM                     

Development Activities                     

P1-BP2-DA5 

Enable Software-based control services 
and IoT hub for collection and brokering 

for instrumentation information                     

Integration Activities                     

P1-BP2-IA6 aerOS Components                     

Validation Activities                     
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P1-BP2-VA7 

Remote configuration/set-up of the 

CMM instrumentation robotic and kine-
matic configuration                     

P1-BP2-VA8 Remote tactile operation of CMM                     

P1-BP2-VA9 

aerOS assist and optimize the process of 
Digital Twin creation                     

P1-BP2-

VA10 

Dynamic execution of metrology ser-

vices and Data assembling                     
P1-BP2-

VA11 

KPI 2.1.1: Production process accuracy  
>10% baseline                     

P1-BP2-

VA12 

KPI 2.1.2: Digital service programming 

time 2 days                     
P1-BP2-

VA13 

KPI 2.1.3: Dimensional quality control 
productivity 5parts/hr                     

Pilot 1.3 - (Business Process 3) - Zero 

Ramp-up safe PLC reconfiguration for Lot-

Size-1 Production                     

Setup & Procurement Activities                     

P1-BP3-SA3 

 Procurement and setup of 2 robot arm 

modules                     

P1-BP3-SA5 Setup Tech Hall Network                     

P1-BP3-SA6 Procurement camera for robot arm                     

P1-BP3-SA7 Setup AI camera detection                     

P1-BP3-SA8 

Procurement and setup gripper for robot 
arm                     

Development Activities                     

P1-BP3-DA2 AGV Fleet Manager                     

P1-BP3-DA3 

Device simplified programming over 

low code tools                     

P1-BP3-DA5 Siemens Industrial Edge configuration                     

P1-BP3-DA6 Integration of TSN in a domain                     

Integration Activities                     

P1-BP3-IA2 

Custom LLO for Siemens Industrial 

Edge device                     

P1-BP3-IA3 Communicate domains using open ziti                     

P1-BP3-IA4 aerOS Basic components                     

P1-BP3-IA5 aerOS Non Basic components                     

P1-BP3-IA6 

Definition of data federation – and 
achieving such federation                     

Validation Activities                     

P1-BP3-VA1 KPI 2.1.7 validation: AGV usage > 80 %                     

P1-BP3-VA2 

KPI 2.1.8 validation: AGV availability > 

95%                     
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Pilot 1.4 - (Business Process 4) - AGV 

Swarm Zero break-down logistics for Lot-

Size-1 Production                     

Setup & Procurement Activities                     

P1-BP4-SA1 Upgrade/Update POLIMI AGV                     

P1-BP4-SA2 Definition of IT architecture with aerOS                     

P1-BP4-SA3 

Procurement and setup of Raspberry Pi 

POLIMI                     

P1-BP4-SA4 

Procurement and setup of Raspberry Pi 

MADE                     

P1-BP4-SA5 Setup of Domain Infrastructure                     

P1-BP4-SA6 

Setup of Dedicated network for MADE 

Domain                     

Development Activities                     

P1-BP4-DI1 

Development/containerisation of overlay 

Order management application at MADE                     

P1-BP4-DI2 

Development/containerisation of overlay 
order management at POLIMI                     

P1-BP4-DI3 

Development of Synthetic order genera-

tor application                     

P1-BP4-DI4 Development of order backend persistor                     

P1-BP4-DI5 

Setting up POLIMI Side AGV Naviga-

tion System                     

P1-BP4-DI6 

Development of AGV POLIMI side 
front end                     

P1-BP4-DI7 

Development of Communication Api be-

tween AGV Nav. And POLIMI Front 
end app                     

P1-BP4-DI8 

Development of AI model to optimize 

the number of valves                     

Integration Activities                     

P1-BP4-IA4 aerOS Basic components                     

P1-BP4-IA5 aerOS Non Basic components                     

P1-BP4-IA6 

Integrate Applications With Orion Con-

text broker                     

P1-BP4-IA7 

APIs acces provision for existing Or-

der/infrastructure management for 
MADE                     

Validation Activities                     

P1-BP4-VA1 Validation of KPI 2.1.9                     

P1-BP4-VA2 Validation of KPI 2.1.10                     
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For sub-pilot 1.1, the activities carried out are related to the aerOS non-basic components, the integration of 

data analysis service for reports and statistics creation, the data quality verification, the improvement activities, 

the KPIs validation, the qualitative validation, and the evaluation and reporting. For sub-pilot 1.2, the activities 

carried out are related to the remote configuration/set-up of the CMM instrumentation robotic and kinematic 

configuration, the remote tactile operation of CMM, the assistance and optimisation of the process of Digital 

Twin creation, and the dynamic execution of metrology services and Data assembling. For sub-pilot 1.3, the 

activities carried out are related to the validation of KPIs 2.1.7 and 2.1.8. Finally, for sub-pilot 1.4, the activities 

carried out are related to the distributed order management across MADE and POLIMI domains, the AGV path 

planner and navigation system, the AI/ML-based outsourcing model, the Edge-first deployment of aerOS ser-

vices, the integration with Orion-LD and inter-domain communication, and the validation of KPIs 2.1.5 and 

2.1.9. All of these activities will be described in detail below. 

 

Green manufacturing (zero net-energy) and CO2 footprint monitoring 

Pilot 1 – Business Process 1 – Activity - 13 (P1-BP1-IA13): aerOS non-basic components 

The non-basic components required for our pilot have been installed and are listed in the image below. These 

components are part of the embedded-analytics-tool necessary for the long-term storage of the data, function 

deployment and dashboard visualization. 

 

Figure 37: Pilot 1.1. aerOS non-basic components 

The remaining non-essential components, such as Self-Scaling, Data Catalog, Trustworthiness Score, and 

Benchmarking Tool, which we initially lacked, are now also installed and running.  

 

 

Figure 38: Pilot 1.1. Benchmarking Tool in the Management Portal (aerOS non-basic components) 
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Figure 39: Pilot 1.1. Data Catalog available in the management portal 

Pilot 1 – Business Process 1 – Activity - 15 (P1-BP1-IA14): Integration of data analysis ser-

vice for reports and statistics creation 

The DeepSeek-R1 1.5B LLM model for data analysis and report generation was tested within SIPBB’s aerOS 

Meta OS system, deployed as an additional pod in one of aerOS domains (deployed over a Kubernetes cluster). 

The goal of the reporting function -that is used inside aerOS via the triggering of an Embedded Analytics Tool 

(EAT) function- is to support production optimization and the reduction of the overall CO2 footprint.  

The model takes production-related input data, such as machine-level energy consumption and process param-

eters, and generates reports that highlight patterns of energy use and their impact on emissions. These reports 

are designed to provide actionable insights, for example identifying which stations or drone types contribute 

most to CO2 output and suggesting optimization strategies such as keeping high start-up-cost machines contin-

uously running while only activating others when needed. 

However, the available hardware resources proved insufficient to achieve satisfactory performance with a lo-

cally deployed model, especially since much of the computing capacity was already occupied by other software. 

For practical reasons, we therefore decided to adapt our approach and integrate cloud-based LLMs via API 

instead. 

The reporting service is now fully operational: it produces scheduled analyses and integrates with SIPBB’s 

existing dashboards. The reports provide tangible benefits, including anomaly detection and clearer attribution 

of CO₂ hotspots to specific stations and process steps. This enables faster decision-making within the production 

facility, reduces unplanned downtime, and supports continuous improvement toward lower energy usage and 

emissions. 

Pilot 1 – Business Process 1 – Activity 19 (P1-BP1-VA19) - Data quality verification 

Energy data completeness: 

We verified that time series for each machine contain no missing timestamps and that recorded values fall within 

plausible ranges based on machine specifications. The verification was conducted through automated con-

sistency checks and subsequently reviewed by a technical expert. 

CO₂/PCF prediction accuracy: 

We assessed the quality of CO₂ footprint predictions (product and machine level) by comparing predicted values 

with actuals and tracking accuracy over time. This aligns with our KPI 2.1.4 Accuracy of the CO2-footprint 

prediction (%), evaluated order-by-order 

Pilot 1 – Business Process 1 – Activity 20 (P1-BP1-VA20) - Improvement activities 

Real-time data access & monitoring : 

We continuously optimized the data-pipeline code and migrated the prototype into our Kubernetes environment, 

improving reliability, robustness, and maintainability of the running processes. 
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Transparency & decision readiness: 

It is now possible to retrieve CO₂/PCF (Product Carbon Footprint) data for specific products on demand via 

dashboards and APIs, which enhances greatly improved transparency and enables quicker, evidence-based de-

cisions. 

 

Pilot 1 – Business Process 1 – Activity 21 (P1-BP1-VA21) - KPIs validation 

Check KPIs section for more information (Section 4).  

Pilot 1 – Business Process 1 – Activity 22 (P1-BP1-VA2) - Qualitative validation 

Please refer to the KeVI analysis in Section 7. 

Pilot 1 – Business Process 1 – Activity 23 (P1-BP1-VA23) - Evaluation and reporting 

Check section 4. 

Automotive Smart Factory Zero Defect Manufacturing 

Pilot 1 – Business Process 2 – Activity 8 (P1-BP2-VA8) – Remote configuration/set-up of the 

CMM instrumentation robotic and kinematic configuration 

The following images shows the configuration process and options of the RL Setup tool, which enables the 

remote setup of the CMM Machines via the M3 Software. The configuration allows for the customization of 

multiple options, from the instrumentation of the robotic parts to the kinematic—movement related variables—

of the gages.  

In particular the first image shows some the setup options, while the second depicts how the configuration is 

attached to a certain machine—in this case a CyberSpark—and saved in the system. 
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Figure 40: Pilot 1.2 Setup and Configuration of a CyberSpark 

 

Figure 41: Pilot 1.2 CMM CyberSpark available 

Pilot 1 – Business Process 2 – Activity 9 (P1-BP2-VA9) - Remote tactile operation of CMM 

aerOS MetaOS allows to remotely execute tactile operations of different CMMs. After setting up the machine 

with its configuration, M3 and aerOS enable the metrologist to remotely control the movement of multiple axis 

and tools attached of the gage. The following images displays the virtual joystick for a Spark series model and 

how the M3 user is able to easily control the CMM on the client premises on real-time. 
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Figure 42: Pilot 1.2 Cyberspark remote control with virtual joystick 

 

On top of that, on the M3 platform is possible to switch to another machine from the available ones within the 

AIC Lab, if the measurement specifications required it (e.g. higher speed, minimum accuracy, limited amount 

of energy). This translates into a valuable ability to operate and set-up—in a flexible manner—all these indus-

trial services across the IoT and Edge domains. 
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Figure 43: Secondary machine remote control with virtual joystick 

 

Pilot 1 – Business Process 2 – Activity 10 (P1-BP2-VA10) – aerOS assist and optimize the 

process of Digital Twin creation. 

The Human-Machine Interface (HMI) communicates directly with the M3 software, receiving real-time data 

streams from various sensors integrated into the metrology setup. This data includes key operational metrics 

such as compressed air pressure and flow, temperature, electrical current, and positional coordinates, among 

others. 

As shown in the image below, the physical gage is digitally mirrored through a Digital Twin that runs on top of 

aerOS-enabled computing continuum, providing a live, virtual representation of the machine. This enables con-

tinuous, remote monitoring of its status and behaviour. 

Through aerOS, all the required services for data acquisition, processing, and synchronization are deployed 

seamlessly across the edge infrastructure. These services ensure the consistent generation and delivery of the 

data needed to maintain an accurate and responsive Digital Twin of the CMMs. 



D5.6 – Technical evaluation, validation and assessment report (2) 

 

90 

 

Figure 44: Pilot 1.2 HMI Digital Twin 

 

Pilot 1 – Business Process 2 – Activity 11 (P1-BP2-VA11) – Dynamic execution of metrology 

services and Data assembling  

The Data Assembler plays a key role in enabling real-time metrology by collecting and organizing data from 

multiple sources within the IoT layer. These sources include point cloud data, sensor readings, and machine 

axis positions, among others. 

This tool integrates sensor data with machine movement parameters to produce structured, actionable infor-

mation. By correlating spatial and contextual data, the Data Assembler transforms raw inputs into meaningful 

outputs that support precise measurement workflows. 

Thanks to this component, metrology services can now be executed in a semi-automated manner, requiring only 

minimal intervention from the metrologist. This significantly reduces the overall duration of measurement pro-

cesses by offloading repetitive and data-intensive tasks that were traditionally handled manually. 

 

Zero Ramp-up safe PLC reconfiguration for Lot-Size-1 Production 

Pilot 1 – Business Process 3 – Activity - 1 (P1-BP3-VA1): KPI 2.1.8 validation: AGV availa-

bility > 95% 

Before updating the AGVs via aerOS with the new docking skill, the following situation was the case: 

AGVs had to be charged manually. This meant that someone had to actively monitor the AGVs and plug a 

power supply into them whenever they were running low on power, as shown in the next figure. This process 

was not only tedious but also required manual labour. In addition, the installation and removal of the PSU 

(power supply unit) took up time, which could neither be used for charging nor for other productive work. A 

concrete example will be provided later in this document. 
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It is automatically detected when an AGV requires to be charged. The aerOS system then will update the skill 

of the AGV on the fly. After updating the AGVs via aerOS with the new docking skill, the following improve-

ments were achieved: 

The AGVs are now able to charge autonomously. They can drive independently to a free wireless charging 

station and dock onto it, as shown in the next figure. This marks a significant improvement because no human 

intervention is necessary anymore, and no time is wasted plugging devices into the AGVs. As a result, there is 

a considerable increase in efficiency and productivity. 

The introduction of the autonomous docking skill via aerOS has led to a major improvement in the charging 

process and overall productivity of the AGVs. In the previous setup, AGVs required about 2 hours of charging 

per workday, plus roughly 30 minutes spent waiting for someone to manually plug in or unplug the power 

supply unit (PSU). Altogether, this meant that a maximum of 5.5 hours per 8-hour day were left for productive 

operation — equivalent to a 69% productivity rate. 

With the new on-demand system, AGVs now require only around 20 minutes of charging per full workday and 

no longer depend on human involvement. This allows them to operate productively for the remaining time, 

resulting in a productivity level of 96%, which represents a 27% increase in daily productivity. 

 

Figure 45: Pilot 1.3 AGV Availability Before & after aerOS comparison 

Pilot 1 – Business Process 3 – Activity - 2 (P1-BP3-VA2): KPI 2.1.7 validation: AGV usage 

> 80 % 

Another skill added via aerOS is the ability to communicate with the mobile robotic arm workstations. These 

stations can now transmit their desired location to the AGVs. As a result, it is now possible not only to move 

boxes with the AGVs but also to relocate the workstations themselves. The AGVs have thus gained an entirely 

new group of tasks without any major intervention. Before gaining this new ability, they were often idle while 

waiting for the next task, resulting in a usage rate of only 54%. With their newly acquired tasks, they have now 

increased their overall usage to over 84%, which represents a 30% increase. 

After aerOS Before aerOS 
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Figure 46: AGV Usage Before & After aerOS comparison 

The new docking skill, which allows AGVs to autonomously approach and dock with charging stations, was 

packaged as a Docker container. Using the aerOS framework, this containerized skill could be efficiently 

transferred and deployed onto the AGVs. In this way, aerOS acted as the bridge between the software 

environment and the physical AGV platform, ensuring that the new skill was delivered in a standardized and 

reproducible manner. This approach simplified deployment and provided a reliable foundation for future skill 

updates. 

Due to the improved charging of the AGVs, the productivity of the robotic arm stations has also increased. The 

Siemens Fleet Manager, in combination with aerOS, are now able to control each AGV. Whenever a robotic 

arm station needs to be relocated, one of the available AGVs automatically moves to the arm and transports the 

station to its desired destination. Before the use of aerOS, it was not possible to coordinate the AGVs in this 

way nor interact with the robotic arm cells. The switch to aerOS has therefore resulted in a higher efficiency for 

the AGVs and their usage within the flexible factory. 

 

AGV Swarm Zero break-down logistics for Lot-Size-1 Production 

Pilot 1 – Business Process 4 – Activity - 1 (P1-BP4-VA1): Distributed order management 

across MADE and POLIMI domains 

The newly developed Order Manager applications at MADE and POLIMI were tested to validate their ability 

to handle aggregated orders, reduce redundant AGV travels, and ensure optimized batch handling. Compared 

with the legacy platform, aerOS enabled more efficient order scheduling, achieving measurable reductions in 

unnecessary AGV trips and idle time, the numerical results can be observed in (KPI 2.1.9) 

 

After aerOS Before aerOS 
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Figure 47: Order Manager App: Batching 

Pilot 1 – Business Process 4 – Activity - 2 (P1-BP4-VA2): AGV path planner and navigation 

system 

The ROS-based navigation system was validated within the POLIMI domain. Validation confirmed that AGVs 

could reliably follow pre-defined linear paths with collision detection and stop mechanisms, ensuring 

predictability and safety in a factory environment. The tests demonstrated the improved perceived safety of 

AGVs compared to conventional dynamic obstacle-avoidance methods. 

 

 

Figure 48: ROS Based Navidation system 

 

Pilot 1 – Business Process 4 – Activity - 3 (P1-BP4-VA3): AI/ML-based outsourcing model 

The AI-driven outsourcing module was validated in scenarios where MADE’s line was saturated.  

Prior to aerOS, functionality was being accomplished by a cloud-based platform called LEA, the system was 

quite rigid and would start the line as soon as a new order entered the system. This was quite inefficient in terms 

of both energy and production efficiency particularly the number of AGV travels. This was because the system 

does not allow the combination of multiple orders. Therefore, even though the line is capable of handling a 

batch of 5 valves, such combination was not feasible with the existing system. 

The model, based on random forest classification, correctly predicted outsourcing decisions with high reliability, 

ensuring that POLIMI could take over orders dynamically. This confirmed aerOS’s ability to support resilience 

and continuity in production chains. 
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Pilot 1 – Business Process 4 – Activity - 4 (P1-BP4-VA4): Edge-first deployment of aerOS 

services 

The experiment confirmed the successful migration of nearly all pilot applications to the edge, supported by 

dual-architecture containerization. Out of 13 deployed applications, 12 (92%) now run on edge nodes, while 

only 8% remain cloud-dependent. 

 

 

 Cloud Edge 

Before aerOS All Cloud based  

After aerOS 

Order Manager @Context (MADE), Order Generator, Orion-LD (MADE), 

MongoDB (MADE), OM-MADE, ML Module, @Context 

(POLIMI), Orion-LD (POLIMI), MongoDB (POLIMI), OM-

POLIMI, Button, AGV Path planner 

 

 

 

Figure 49: POLIMI Domain 

Pilot 1 – Business Process 4 – Activity - 5 (P1-BP4-VA5): Integration with Orion-LD and 

inter-domain communication 

The Orion-LD context broker was validated as the backbone for semantic interoperability across MADE and 

POLIMI. Tests confirmed that order and status entities were consistently synchronized between domains. This 

validated interoperability and standardized data exchange across the continuum. 
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Figure 50: Request to Orion-LD to retrieve entities of type Order 

 

Pilot 1 – Business Process 4 – Activity - 6 (P1-BP4-VA6): KPIs 2.1.5 & 2.1.9 

In order to calculate these KPI, POLIMI and MADE first ran the production line in baseline state to collect data 

for baseline generation. In order to maintain the data storage modalities, the team also persisted this data to the 

Orion-LD but in this case the optimization was bypassed by creating a dedicated docker image where the orders 

coming from the order generator are directly passed to the MADE LEA system without any changes or clubbing 

of orders.  

In the second phase the optimization was turned on. Again, in this case also all the production data like order 

receive times, production start and end times etc. was captured inside Orion-LD. Finally, we used a Python 

script to query all the data and save this in an excel format. 
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Figure 51: Pilot 1.4 Python script query all the data and save in an excel format. 

For baseline case, it is possible to directly use the order quantity to calculate the average number of valves per 

travel from the order quantity. 

 

 

Figure 52: Pilot 1.4 Number of valves per travel from the order quantity 

 

For the Improved case, it was needed to first club the orders in which production start time and end time are 

identical (meaning these were clubbed together) to create a new column showing the total number of valves 

carried in a trip. Figure below shows a snapshot of this process 
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Finally, from both these values, the average values are taken for both the conditions and then calculate the 

reduction in terms of travels per valve. Which is reported in the following table. This same reduction directly 

impacts the CO2 production. 

Table 16: Pilot 1.4 Reduction directly impact the CO2 production. 

Parameter Final Initial delta 

Percentage 

reduction 

Valves / travel 4.95238 3 1.95238  

Travels / valves 0.201923 0.333333 -0.13141 -39.42% 

CO2 emissions reduction 

(Kg/year) 61,56 101,632 - 40,06 -39.42% 

 

All the underlying data is available in both the Orion-LD as well as the MADE LEA System and it is possible 

to verify the same on request. 
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Pilot 2 – Data-Driven cognitive production lines 
Pilot 2 has validated aerOS scheduling and federation with node pools and semi-automatic placement across edge and cloud for Earth Observation and energy 

workloads, tracking gains in energy use, CPU efficiency, and job completion while proving a hardened stack (monitoring, autoscaling, certificates, storage, 

CNI) on bare-metal edge nodes. 

 

Pilot 2 2024 2025 
Code Name M19 M20 M21 M22 M23 M24 M25 M26 M27 M28 M29 M30 M31 M32 M33 M34 M35 M36 M37 M38 

Business Process 1 (Scenario 1) - Green 

Edge Processing                     

Setup & Procurement Activities                     

P2-BP1-SA1 

A1- Obtaining servers and 

switches              
 

      

P2-BP1-SA2 

A2 - Obtaining RACKs, 

servers and switches for 

second container              
 

      

P2-BP1-SA3 

A3 - Preparation for un-

trusted workloads              
 

      

Development Activities                     

P2-BP1-DA4 

A4 - HW installation and 

run test in container                     

P2-BP1-DA5 A5 - K8s setup and test                     

P2-BP1-DA6 

A6 - HW installation and 

run test in the LAB                     

P2-BP1-DA7 

A7 - Containerized Edge 

Node Integration with Elec-

trum components                     

P2-BP1-DA8 

A8 - Containerized Edge 

Node Integration with SRI-

PAS components                     

P2-BP1-DA9 

A9 - Lab Edge Node Inte-

gration with aerOS compo-

nents                     

P2-BP1-DA10 

A10 - Autoscaler monitor 

Development                     

P2-BP1-DA11 

A11 - Development of fu-

ture Energy Price micro-

services                     
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P2-BP1-DA12 

A12 - Development of DF 

the data sources connectors                     

Integration Activities                     

P2-BP2-IA10 

A10 - First Containerized 

Edge Node Integration with 

Electrum components                     

P2-BP2-IA11 

A11 - First Containerized 

Edge Node Integration with 

SRIPAS components                     

P2-BP2-IA12 

A12 - Container deploy-

ment                     

P2-BP2-IA13 

A13 - Container connection 

to PV                     

P2-BP2-IA15 

A15- aerOS Basic compo-

nents                     

P2-BP2-IA16 

A16 - aerOS Non Basic 

components                     

P2-BP2-IA17 

A17 - Energy Price micro-

services integration                     

P2-BP2-IA18 

A18 - Container deploy-

ment in new location                     

P2-BP2-IA19 

A19 - Container connection 

to PV (second green energy 

source)                     

P2-BP2-IA20 

A20 - aerOS Basic compo-

nents(up-to-date version)                     

P2-BP2-IA21 

A21 - Integration in the DF 

the next data sources                     

Validation Activities                     

P2-BP2-VA17 

A17 - First Containerized 

Edge Node test                     

P2-BP2-VA18 A18 - K8s setup and test                     

P2-BP2-VA19 

A19 - Second Container-

ized Edge Node test                     

P2-BP2-VA20 

A20 - Both Containerized 

Edge Node run test with 

aerOS                     

P2-BP2-VA21 

A21 - HW installation and 

run test in container                     
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P2-BP2-VA22 

A22 - Scenario 1 deploy-

ment and test                     

P2-BP2-VA23 

A23 - Scenario 1 lessons 

learned                     

P2-BP2-VA27 

A27 - KPI validation (1st 

version)                     

P2-BP2-VA28 A28 - KPI validation (final)                     
Business Process 2 (Scenario 2) - Secure 

Federation of edge/cloud                     

Setup & Procurement Activities                     

Development Activities                     

Integration Activities                     

P2-BP2-IA14 

A14 - Inter-cloud integra-

tion                     

Validation Activities                     

P2-BP2-VA24 

A24 - Configuration Vali-

dation test                     

P2-BP2-VA25 

A25 - Scenario 2 deploy-

ment and test                     

P2-BP2-VA26 

A26 - Scenario 2 lessons 

learned                     
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Pilot 2 – Business Process 1 – Activity - 17 (P2-BP1-VA17): First Containerized Edge Node 

test 

Power and temperature parameters were checked and successfully verified. 

 

Figure 53: RackChiller Rear Door Display 

 

Pilot 2 – Business Process 1 – Activity - 18 (P2-BP1-VA18): K8s setup and test 

K8s installation was verified as a stable installation for both clusters. All nodes set up as workers joined the 

appropriate cluster thanks to kubeadm and aerOS flexibility with correct name and parameters. There were no 

connectivity issues beteween the nodes in each cluster. Load balancer services (including ingress) deployed in 

edge clusters are accessible in cloud/entrypoint cluster.  

Below picture shows an example of aerOS Meta OS validated (properly functioning and deploying expected 

workloads) in the cluster. Fields to note are name – based on hostname configured for server, aeros.cloud-

ferro.com/nodepool=aeros1-compute label – identifier of node kind for purposes of autoscaling, and ProviderID 

field – used to identify node in ironic service (which is responsible for provisioning servers and managing their 

powerstate in response to autoscaler decisions). 
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Figure 54: Example node on Pilot 2’s edge cluster 

Pilot 2 – Business Process 1 – Activity - 19 (P2-BP1-VA19): Second Containerized Edge 

Node test 

Power and temperature parameters were checked and successfully verified in the testing environment. Testing 

was conducted in the LAB environment because there was an accident with a car crashing the container.  

Pilot 2 – Business Process 1 – Activity - 20 (P2-BP1-VA20): Both Containerized Edge Node 

run test with aerOS 

aerOS component listed in installation guide are installed in entrypoint (cloud) and other (edge) domains. Ser-

vice Component is successfully scheduled through management portal which resulted in corresponding pod 

starting on one of the servers in one of the nodes. This works for both edge nodes. 

After changes to LLO and introduction of autoscaler-monitor it is possible to create Service Components with 

nodepools as target IEs – in such case scheduling within a nodepool/domain is done by kube-scheduler. 

Edge domains have been federated with entrypoint domain and are visible in management portal. They can also 

be queried from krakend API gateway. 

Pilot 2 – Business Process 1 – Activity - 21 (P2-BP1-VA21): HW installation and run test in 

container 

The containers were installed on CF site. Second batch of hardware was mounted and connected inside. 
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Figure 55: Hardware within the container 

 

Pilot 2 – Business Process 1 – Activity - 22 (P2-BP1-VA22): Scenario 1 deployment and test 

Hardware (metal containers with PV power source) and software (aerOS components) environments are pre-

pared. 

Pilot 2 – Business Process 1 – Activity - 23 (P1-BP1-VA23): Scenario 1 lessons learned 

Gained hands-on experience with Kubernetes as a container orchestration tool, including cluster setup and au-

tomated persistent storage allocation. Learned how to configure services using Nginx Ingress Controller for 

internal communication. Developed and deployed Helm manifests to define and manage application resources 

declaratively. Improved understanding of service configuration, device monitoring integration, and overall Ku-

bernetes-based infrastructure management. 

Understanding of all components and tasks required for setting up a containerized private site, including cooling, 

power supply, fire protection, and racks suitable for containers.  

Pilot 2 – Business Process 1 – Activity - 27 (P2-BP1-VA27): KPI validation (1st version) 

The KPI definitions had been completed and the specifications for measuring them had also been finished. 

However, the validation (measuring the values) was still pending because the installation of all aerOS compo-

nents was required. Results of this process of KPI validation can be observed in Section 4 and Appendix C of 

this deliverable. 

A version of management portal allowing scheduling in semi-automatic mode was installed. This feature was 

necessary to test most of Pilot 2’s KPIs. Workloads need to be set to be scheduled to one of a selected group of 

IEs. In this case, these selected IEs would be nodepool IEs. Such scheduling would make aerOS choose an 

appropriate domain for the workload and kube-scheduler would handle scheduling inside each domain. 

With semi-automatic functionality of aerOS validated, Pilot 2 team was able to proceed with KPI validation. 

We prepared Earth Observation data workloads and deployed them through aerOS. We specified aeros1 and 
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aeros2 nodepool IEs as vali IEs for them (we could specify both thanks to semi-automatic mode). This meant 

that HLO made the decision to which domain the workload should be assigned and kube-scheduler decided on 

which node in the cluster the workload was put. Our workloads were long-running pods that fetched jobs to run 

from a RabbitMQ queue in entrypoint domain, executed them and returned the results. We monitored:  

• Energy consumed (KPI-2.2.1) - based on data from energy meters gathered by Electrum 

• The number of tasks finished (KPI-2.2.3) - by amount of aerOS service components that are Finished 

• CPU Utilization efficiency (KPI-2.2.4) – by a script gathering CPU usage from node exporter metric 

on prometheus at an interval 

• CPU Utilization efficiency (KPI-2.2.4) – by a script gathering CPU usage from node exporter metric 

on prometheus at an interval 

• The number of jobs finished (KPI-2.2.7) as amount of queue items processed. 

 Remaining KPIs was determined based on static data. 

Pilot 2 – Business Process 2 – Activity - 24 (P2-BP2-VA24): Configuration Validation test 

Validation tests were conducted: network connection, overall health checks. 

The following necessary components running on edge clusters (besides aerOS) were validated to be running 

correctly: 

• Prometheus in edge and cloud clusters and grafana in cloud cluster – metrics were validated to be col-

lected from clusters and displayed in grafana 

• Ironic, custom autoscaler provider, cluster-autoscaler in edge clusters – nodes were apropriately provi-

sioned, configured according to given parameters and could be scaled down and up by cluster autoscaler 

• Metallb for loadbalancers on bare-metal clusters in edge clusters – load balancers created on edge nodes 

were accessible outside the cluster 

• Vault instance in cloud cluster and its usage in cloud and edge clusters for secrets and certificates – 

secrets created through vault UI were accessible in edge clusters’ secrets and pod environment varia-

bles, cert manager could create TLS certificates with vault root CA. 

• Cert-manager + trust-manager for TLS certificate management for pods in edge and cloud clusters – 

cert manager could create certificates with vault integration or self-signed, trust manager properly cre-

ated trust bundles for use by pods 

• CEPH as storage solution with ceph-csi for attaching storage to pods – PVC created on edge clusters 

are handled by ceph-csi and corresponding CEPH volumes are created, that can be then attached to pods 

• DNSmasq as DNS and DHCP manager for bare metal nodes and provisioning networks – bare-metal 

nodes receive DHCP configuration both in standard and provisioning networks, their DNS queries are 

handled correctly by dnsmasq, with custom handling of directly configured records like those of edge 

ingresses 

• Custom CoreDNS configuration for pods DNS – same as in DNSmasq, custom handling of directly 

configured records works correctly 

• Cilium as CNI solution for edge nodes – there is connectivity to/between pods and to services, there are 

no issues reported by Kubelets regarding CNI 

• Kepler for collection of energy related metrics – metrics are reported in grafana 

• NGINX Ingress controller for enabling access to http services outside the clusters – created ingressses 

are accessible outside the clusters 

 

Pilot 2 – Business Process 2 – Activity - 25 (P2-BP2-VA25): Scenario 2 deployment and test 

There were several challenges related to handling mixed workloads in aerOS. 
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First, due to high amount of workloads wished to be created it was not really feasible to schedule them through 

management portal and using API directly was not simple. It must be reminded that aerOS has been designed 

to reach a TRL of 5 / 6, therefore massive scaling tests have been not performed yet. This should not be consid-

ered a drawback but an opportunity for improvement. 

To handle this, a simple python client was created, being it a wrapper around the API that can list, get, delete 

and create aerOS Service Components. Creation is handled by constructing appropriate TOSCA document and 

sending it to HLO FE Krakend endpoint. As an example, execution with following arguments: 

python3 manage_services/manage_services.py create  

 --service-name test-2025-09-22-001 --service-component-name sc  

 --image aeros/workload-images/test_job:master  

 --repository registry.cloudferro.com --job --requested-cpu-cores 32  

 --requested-memory-mb 8192 --cli-arg "3000=" --use-private-registry  

 --allowed-on-ids "urn:ngsi-ld:InfrastructureElement:aeros1:aeros1-compute" 

Creates service with a following TOSCA: 

 

Figure 56: TOSCA created by manage_services.py script 

Such client allowed us to create large amount of Service Components and control if they are running easily. 

Another challenge was that due to wanting to maximize CPU efficiency we needed to only use nodes if they 

were needed. Solution to this consisted of three parts: 

1. We used cluster autoscaler to shut down nodes if other nodes could handle all the workloads.  

2. For scheduling aerOS workloads to nodepools instead of directly to nodes we modified LLO and created 

autoscaler-monitor component 
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3. Since aerOS did not pass resource requirements specified by user in TOSCA to Kubernetes (as re-

source.requests and resource.limits in deployment) we created custom handling of some environment 

variables specified by the user in LLO. 

The third point can be seen in the above request. TOSCA includes environment variables set on SC service 

Component. Our custom LLO version recognizes them and sets appropriate values on created Deployment/Job. 

In the same way user can specify that they want a volume of specific size attached to the pod. 

Pilot 2 – Business Process 2 – Activity - 26 (P2-BP2-VA26): Scenario 2 lessons learned 

Creating the future energy price prediction microservice, pilot 2 team learned about the volatility of the energy 

price market. It was developed an infrastructure for continuous evaluation and model training. We delivered a 

lightweight API that scrapes TGE RDN data and serves point forecasts from a trained LSTM. Building it un-

derscored how non-stationary the market has become: rapid regime shifts and recurring negative prices. The 

LSTM performs well in “normal” periods but degrades when the training window goes stale, so retraining ca-

dence and data hygiene proved as important as architecture. Key lessons: 

• Accuracy drops with time, probably after grid modifications, which are not directly considered as a 

feature of the model; continuous, periodic retraining with increasing drift is inevitable 

• Negative prices require careful scaling/normalization and loss selection; careful hyperparameter/loss 

selection is crucial 

• Use versioned models, a last-known-good fallback, health checks, and alerts on data freshness and large 

forecast errors. 

 

We decided to change Scenario 2 from inter-cloud integration to mixed cloud integration because of very high 

networking egress cost.
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Pilot 3 – High Performance Computing Platform for Connected and Cooperative Mobile 

Machinery to improve CO2 footprint 

Pilot 3 has integrated aerOS with field robots and tractors to run AI vision and coordination across the continuum; lab and field tests improved real-time 

processing and used AI-derived prescription maps to drive targeted spraying, yielding about 40% CO₂ reduction for diesel and electric platforms when operating 

in coordinated swarms. 

 

PILOT 3 2024 2025 

Code Name M19 M20 M21 M22 M23 M24 M25 M26 M27 M28 M29 M30 M31 M32 M33 M34 M35 M36 M37 
M3

8 

Business Process 1 (Scenario 1) - Coop-

eration large Scale Production 
                    

Setup & Procurement Activities                     

P3-BP1-SA2 
Setup Ethernet-based ECU plat-

form prototype 
                    

P3-BP1-SA3 Setup SESAM 2                     

P3-BP1-SA4 Setup self-propelled sprayer                     

P3-BP1-SA8 Setup Ethernet Camera                     

P3-BP1-SA9 
Procurement Computing Node (on 

premise domain) 
                    

P3-BP1-SA10 
Setup Computing Node (on prem-

ise domain) 
                    

P3-BP1-SA11 
Setup Extended SESAM 2 with 
consumption analytics (iterative 

with A2.1.3) 
                    

P3-BP1-SA12 
Setup Adapted Computing Node 

(iterative with A2.1.11) 
                    

Development Actvities                     

P3-BP1-DA1 
Development Image Processing 

Tool 
                    

P3-BP1-DA2 
Development Spraying Adaptation 

Application 
                    

P3-BP1-DA3 
Development Tracking and Navi-

gation Application 
                    

P3-BP1-DA4 
Ethernet-based ECU Platform Pro-

totype setup and integration 
                    

Integration Actvities                     
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P3-BP1-IA2 aerOS Basic components                     

P3-BP1-IA3 aerOS Non Basic components                     

P3-BP1-IA4 
Integrating AI Models for field op-
eration and orchestration (using AI 

for weed detection) 
                    

Validation Activities                     

P3-BP1-VA1 KPI Validation (Lab)                     

P3-BP1-VA2 KPI Validation (Real)                     

P3-BP1-VA3 KPI TTC Validation            

Business Process 2 (Scenario 2) - Basis for 

CO2 neutral intelligent operations 
                    

Setup & Procurement Activities                     

P3-BP2-SA1 
Setup Extended SESAM 2 with 

consumption analytics (iterative 
with A2.1.3) 

                    

P3-BP2-SA2 
Setup Adapted Computing Node 

(iterative with A2.1.11) 
                    

Development Actvities                     

P3-BP2-DA1 
Vehicle Configuration Adaptation 

Tool 
                    

P3-BP2-DA2 
Machine Analysis AI Engine Ap-

plication 
                    

Integration Actvities                     

P3-BP2-IA1 
Integrating AI Models for field op-
eration and orchestration (using AI 

for weed detection) 
                    

P3-BP2-IA2 
Simulate data orchestration for 

CO2 reduction (by integrating low 
latency networks) 

                    

Validation Activities                     

P3-BP2-VA1 KPI Validation (Lab)                     

P3-BP2-VA2 KPI Validation (Real)                     
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For Pilot 3, the activities carried out are related to the KPI validation. This activity will be described in detail 

below. 

Pilot 3 has undergone a revision in its implementation timeline due to the seasonal constraints of agricultural 

operations. Specifically, the field validation activities have been rescheduled to take place in August and 

September, aligning with the operational window of the demonstration field. This adjustment was necessary 

because certain critical activities in the field can only be performed during this period. 

The key activities dependent on this timeframe include: 

• Setup and calibration of the autonomous sprayer system 

• Execution of AI-based weed detection under real field conditions 

• Validation of the georeferenced application map through live spraying trials 

 

Pilot 3 has successfully executed the setup and procurement activities, including the configuration of the Sesam 

Tractor and the deployment of the computing node. In addition, the pilot has driven the development of key 

applications such as the spraying application and the tracking and navigation application, as well as the 

integration of both aerOS basic components and non-basic components, as outlined in Report 5.4 for the two 

defined business processes. 

This work supports Scenario 1: Cooperation in Large-Scale Production and Scneario 2: CO₂-Neutral Intelligent 

Operation, encompassing the physical hardware setup and the integration of all necessary aerOS components. 

The following chapter presents the results of KPI validation for the pilot, covering both controlled laboratory 

conditions and real-world field scenarios. 

This validation report addresses critical Key Performance Indicators (KPIs) within the scope of the aerOS 

deployment for connected mobile machinery: 

• KPI 2.3.1.a evaluates the computational performance of edge devices in mobile machinery without 

AI-supported applications, with a target of achieving more than 20% improvement over baseline 

capabilities. 

• KPI 2.3.1.b assesses the connectivity performance of vehicles operating in rural or GPS-dead zones, 

aiming to establish high-bandwidth communication (e.g., 4G/5G) via temporary network 

infrastructure. 

• KPI 2.3.2 Performance using AI-supported application(s) to monitor and optimize the integration of 

AI-based solutions to enhance vehicle efficiency, and overall performance. This KPI helps to identify 

areas for improvement, to fine-tune the AI algorithms, and ensure a seamless operation experience for 

end users. 

• KPI 2.3.3 CO2 indicators to measure and track the CO2 emissions and subsequent reduction due to the 

utilization of electric tractors and the aerOS services. Here in particular for the spraying activity during 

pesticide applications. 

 

Pilot 3 – Business Process 1 – Activity - 23 (P3-BP1-VA1): KPI validation (Lab) 

Lab Validation KPI 2.3.1.a and KPI 2.3.1.b 

Modern agricultural and construction machinery increasingly rely on edge computing to support complex 

applications under harsh environmental conditions. KPI 2.3.1.a reflects the need to quantify the engineering 

effort required to deliver robust computational platforms capable of handling demanding workloads without AI 

acceleration. 

KPI 2.3.1.b supports the broader aerOS objective of enabling an edge-to-cloud continuum, where reliable 

connectivity is essential for real-time data exchange, remote orchestration, and distributed intelligence. 

Measuring sustained network availability and bandwidth in rural settings provides insight into infrastructure 

readiness and system resilience. 
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Target Performance Metrics 

• Computational Targets KPI 2.3.1.a: 

o GPU: 12.6 FP16 TFLOPS 

o CPU: SPEC int 2k6: 22; SPEC int rate: 140 Gflops 

• Connectivity Target KPI 2.3.1.b: 

o Availability of 4G/5G network in rural test environments 

 

Validation Setup and Prerequisites 

To validate these KPIs, the following prerequisites were fulfilled: 

• Assembly and testing of prototype hardware platforms 

• Integration of operating systems and required libraries 

• Establishment of interfaces between hardware and prototype vehicles 

• Deployment of aerOS components including Service Fabric, Data Fabric, Federated Orchestration, and 

auxiliary services 

 

Evaluation Methodology 

Performance Evaluation was conducted using the TTControl platform and HPCP (High-Performance 

Computing Platform) prototypes enhanced with NVIDIA-based packages. These systems were deployed on 

prototype John Deere machines running aerOS software. 

 

           

 

Figure 57: TTTech Hardware build in the tractor 
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Figure 58: Pilot 3 -List and status of service pods deployed in the Kubernetes cluster of the Laptop/ECU-based aerOS 

Entry/Field Domain hosting any aerOS basic and additional components relevant 

 

 

Figure 59: Pilot 3 - Entry/Field Domain details in the Management Portal 

 

Lab and field tests were executed using real-world application scenarios, with continuous monitoring of 

CPU, GPU, and memory utilization. The sustainability impact was assessed through application execution 

metrics. 

 



D5.6 – Technical evaluation, validation and assessment report (2) 

 

112 

Figure 60: Machine fleet operation 

Connectivity Evaluation involved testing temporary network infrastructure using aerOS and John Deere 

operational applications. The goal was to validate the availability and stability of high-bandwidth connectivity 

in Mobile coverage-dead zones. Therefore, the MECSware campusXG network was used as connectivity layer. 

 

Figure 61: MECSware campusXG network with Application Server 

 

In the image below it is shown the configuration of the MECSware campusXG network with the connectected 

use equipment (UE). 

 

Figure 62: MECSware campusXG network status page 

 

A systematic latency test was conducted to prove the connectivity in the private 5G network. Results are shown 

in the table below: 

Table 17: Results connectivity test 

IP Icmp_Seq Ping Time 

64 bytes from 192.168.4.202 77 11ms 

64 bytes from 192.168.4.202 78 12.1ms 

64 bytes from 192.168.4.202 79 10.5ms 

64 bytes from 192.168.4.202 80 18.6ms 

64 bytes from 192.168.4.202 81 13.2ms 

64 bytes from 192.168.4.202 82 15.3ms 

 

 

Measurement Results 

• Baseline (Pre-aerOS Deployment): 

o GPU: 2×128 GFLOPS FP16 
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o CPU: 26000 DMIPS 

o No network connectivity available 

• M24 (Deliverable D5.5): 

o GPU: 12.6 FP16 TFLOPS 

o CPU: SPEC int 2k6: 22; SPEC int rate: 140 Gflops 

o 4G/5G network successfully deployed and operational 

 

The hardware prototypes are fully assembled and operational, actively used by TTControl and John Deere in 

laboratory settings.  

              IESE Laptop                                                              TTControl ECU                                     

               

            JD Workstation                            IESE Laptop (GitLab)                        Ethernet Switch 

                     

Figure 63: Laboratory testbed environment including all infrastructure components installed and configured for KPI 

evaluation of the aerOS-based Pilot 3 use case in scenarios 1 and 2. 

 

The performance targets were met, confirming the successful validation of KPI 2.3.1.a. Similarly, the 

deployment of temporary 4G/5G infrastructure validated KPI 2.3.1.b, demonstrating the feasibility of high-

bandwidth connectivity in rural environments. 

 

Quantitative Validation of KPI 2.3.2 

This section focuses on the quantitative evaluation of the aerOS-based AI service distribution. The AI model, 

as described in WP.5.4 (P3-BP1-DA-13), is an AI-based weed detection method uses object detection to 

identify and localize weeds in images via bounding boxes and class labels, enabling precise control tasks like 
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targeted spraying. Unlike simple image classification, this approach provides spatial localization, which is 

crucial for selective agricultural interventions. 

The system employs YOLO (You Only Look Once) for real-time image processing, with cameras mounted on 

tractors or drones capturing data. The AI processes these images, detects weeds, and generates georeferenced 

application maps using GNSS data. These maps guide autonomous spraying systems for efficient field 

operations. 

A series of benchmarks were conducted to assess the system's performance, particularly focusing on the trade-

offs between throughput and latency under various configurations. The key variable adjusted across these tests 

was the batch size, which dictates how many video frames are processed together in a single cycle from the 

Edge to the Cloud and back.  

 

 

Figure 64: Pilot 3 Architecture 

 

The primary metrics evaluated were: 

• Frames per second (FPS): Measuring the overall processing throughput of the system. 

• Round-Trip Time (RTT): The latency for a batch of frames to be processed on the edge device, sent 

to the cloud for AI inference, and have the results returned. 

• Edge and Cloud Processing Times: The time spent on data preprocessing (Edge) and AI model 

inference (Cloud). 

The following sections detail the results for each tested batch size. 

 

Benchmark 1: Batch Size 1 

With a batch size of 1, each frame is processed individually, resulting in the lowest possible latency per frame 

but also the lowest throughput. Resource utilization reflects this intermittent workload; the Cloud GPU shows 

sharp, frequent spikes up to approximately 70% during inference, while CPU usage on both Edge and Cloud 

remains low, generally below 40%. 

Table 18: Pilot 3 Benchmark 1 

Metric Value 

Frames per second (FPS) 2.65 fps 

Average RTT 377.9 ms 
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Min/Max RTT 367.7 ms / 398.4 ms 

Average Edge Processing 

Time 

24.3 ms 

Average Cloud Processing 

Time 

58.8 ms 

Average Inference Time 27.0 ms 

 

 

 

 

Figure 65: Pilot 3 Benchmark Dashboard for Batch Size 1 

 

Benchmark 2: Batch Size 3 

Increasing the batch size to 3 improves the frames processed per second, indicating higher efficiency. As the 

batch size increases, the Cloud GPU utilization pattern shows slightly wider and less frequent peaks, still 

reaching around 70%. CPU usage on both the Edge and Cloud systems remains low and stable. 

Table 19: Pilot 3 Benchmark 2 

Metric Value 

Frames per second (FPS) 4.66 fps 

Average RTT 643.6 ms 

Min/Max RTT 624.2 ms / 662.7 ms 

Average Edge Processing 

Time 

109.1 ms 

Average Cloud Processing 

Time 

276.4 ms 

Average Inference Time 27.3 ms 
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Figure 66: Pilot 3 Benchmark Dashboard for Batch Size 3 

 

Benchmark 3: Batch Size 5 

A batch size of 5 continues the trend of increasing throughput while also increasing the overall latency. The 

Cloud GPU continues to show a pattern of utilization spikes reaching ~70% that become wider with the larger 

batch size. CPU usage on both the Edge and Cloud devices remains moderate, typically under 40%. 

Table 20: Pilot 3 Benchmark 3 

Metric Value 

Frames per second (FPS) 4.66 fps 

Average RTT 643.6 ms 

Min/Max RTT 624.2 ms / 662.7 ms 

Average Edge Processing 

Time 

109.1 ms 

Average Cloud Processing 

Time 

276.4 ms 

Average Inference Time 27.3 ms 
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Figure 67: Pilot 3 Benchmark Dashboard for Batch Size 5 

 

Summary of Findings 

The benchmark results demonstrate a clear and predictable relationship between batch size, processing 

throughput (FPS), and round-trip time (RTT). Increasing the batch size allows the system to process a higher 

number of frames per second, improving overall throughput. However, this comes at the cost of increased RTT, 

as more time is spent collecting and processing frames in a single, larger batch, leading to higher latency for the 

results of that batch. 

Notably, the average inference time for the AI model in the cloud remained consistent at approximately 27 ms 

across all tests, indicating that the AI processing is not the bottleneck. The primary factor influencing RTT is 

the time required for edge processing and data transmission, which scales with the batch size. The optimal batch 

size will therefore depend on the specific requirements of the use case, balancing the need for high throughput 

against the application's tolerance for latency. 

 

Pilot 3 – Business Process 1 – Activity - 24 (P3-BP1-VA2): KPI Validation (Real) 

KPI 2.3.2 Swarm of vehicle performance improvement  

Based on the evaluation for the laboratory environment, a monitoring framework was established to evaluate 

key performance parameters, including frames per second (FPS), image processing time, and round-trip latency. 

This setup enabled controlled testing of various AI model configurations and image resolutions within a 

laboratory environment. By leveraging the aerOS Edge-Cloud Continuum, the system was successfully 

optimized to achieve a 20% increase in FPS, enhancing real-time processing capabilities. 
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Figure 68: Pilot 3 - aerOS Portal continuum view and deployed services 

 

 

Figure 69: Pilot 3 Benchmark Dashboard 
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Following the successful verification of the laboratory configuration, the system was integrated into our field 

operations. During this phase, the same performance parameters—such as frames per second (FPS), image 

processing time, and round-trip latency—were systematically measured under real-world conditions.  

This allowed to validate the consistency and reliability of the setup outside the controlled lab environment and 

confirm that the optimizations achieved during testing translated effectively to operational use. 

  

Figure 70: Pilot 3 Field Setup 

.  

KPI 2.3.3 CO2 emissions reduction thanks to platooning (TTC) 

For the evaluation, a spatially accurate prescription map was generated using the aerOS edge-cloud continuum 

and AI-based image analysis (e.g., from satellite, drone, or tractor-mounted cameras) that identifies: 

• Weed or pest hotspots 

• Crop health variability 

• Soil moisture or nutrient zones 

 

This map is then used to control spraying intensity and location for multiple machines. 

 

Figure 71: Example of prescription map on John Deere Display 
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Thanks to the implementation of the aerOS components we could measure the following results for 40% CO2 

reduction for diesel and electric tractors in a swarm environment. 

 

Figure 72: Pilot 3 CO2 reduction overview 

 

The following setup was conducted: 

 

 

Figure 73: Pilot 3 aerOS Field Integration Overview 

 

The following data was captured on the machines to evaluate the KPI: 

Assuming a baseline CO₂ emission of 41.3 kg/ha for diesel tractor spraying: 

• With GPS guidance there was an achievement of 20% reduction: 41.3×0.80=33.0 kg CO₂/ha | 41.3-

33.0 kg CO₂/ha → Savings: ~8.3 kg CO₂/ha 
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• With basic overlap reduction due to capturing the already deployed herbicides there was an 

achievement of 2–7% reduction: 41.3×0.93=38.4 kg CO₂/ha | 41.3-38,4 kg CO₂/ha → Savings: ~2.9 

kg CO₂/ha 

• With swarm coordinated ground spraying and task distribution a reduction of 15% was achieved: 

41.3×0.85=35.1 kg CO₂/ha | 41.3-35,1 kg CO₂/ha → Savings: ~6.2 kg CO₂/ha 

 

Conclusion: 

The integration of aerOS components and AI-based image analysis enabled the creation of a spatially precise 

prescription map, identifying weed and pest hotspots, crop health variability, and soil moisture or nutrient zones. 

This map facilitated targeted, multi-machine spraying, resulting in significant environmental benefits. In swarm 

operation with diesel and electric tractors, CO₂ emissions were reduced by up to 40%. Individual measures such 

as GPS guidance, overlap reduction, and coordinated task distribution contributed reductions of 20%, 7%, and 

15%, respectively, demonstrating the effectiveness of aerOS in sustainable precision agriculture.
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Pilot 4 – Smart edge services for the Port Continuum 
Pilot 4 migrated from a single server to a multi-domain aerOS setup spanning cloud, on-prem, and far-edge nodes; predictive maintenance runs on cranes and 

straddle carriers, while Jetson-based computer vision at the edge performs container ID/damage/seal checks, with distributed order management and ROS 

planners completing the operational loop. 

 

Pilot 4 2024 2025 

Code Name M19 M20 M21 M22 M23 M24 M25 M26 M27 M28 M29 M30 M31 M32 M33 M34 M35 M36 M37 

M3

8 

Business Process (BP) 1 (Scenario 1) - 

Predictive maintenance of Container 

Handling Equipment                     

Setup & Procurement Activities                     

P4-BP1-SA1 A1 - STS Cranes PLCs                     

P4-BP1-SA2 A2 - Straddle Carriers PLCs                     

P4-BP1-SA3 A3 - Straddle Carriers sensors                     

P4-BP1-SA4 A4 - Straddle Carriers GPSs                     

P4-BP1-SA5 
A5 - Straddle Carriers Human 
Machine Interfaces                     

P4-BP1-SA6 A6 - Straddle Carriers 4G Routers                     

P4-BP1-SA7 
A7 - Straddle Carriers and STS 

IoT Gateways (IE1-IE4)                     

P4-BP1-SA8 
A8 - EUROGATE Domain Server 

(IE5)                     

P4-BP1-SA9 
A9 - Entrypoint domain Server 

(IE0)                     

Development Activities                     

P4-BP1-DA1 A10 - PLC data gathering                     

P4-BP1-DA2 
A11 - GPS and sensors data gath-
ering                     

P4-BP1-DA3 A12 - TOS data acquisition                     

P4-BP1-DA4 A13 - CMMS data acquisition                     

P4-BP1-DA5 
A14 - STS cranes AI models 

training                     

P4-BP1-DA6 
A15 - Straddle carriers AI models 
training                     

P4-BP1-DA7 A16 - GIS cartography generation                     

Integration Activities                     

P4-BP1-IA1 
A17 - aerOS core services integra-
tion into etrypoint domain (IE0)                     
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P4-BP1-IA2 

A18 - aerOS core services integra-

tion into EUROGATE domain 
(IE5)                     

P4-BP1-IA3 

A97 - aerOS core services integra-

tion into EUROGATE domain 

(IE1-IE4)                     

P4-BP1-IA4 

A20 - aerOS auxiliary services in-

tegration into entrypoint domain 

(IE0)                     

Validation Activities                     

P4-BP1-VA1 A21 - Data acquisition                     

P4-BP1-VA2 A22 - Data storage                     

P4-BP1-VA3 
A23 - STS and Straddle carriers 

AI model inference verification                     

P4-BP1-VA4 

A24 - aerOS entrypoint domain - 

EUROGATE domain communi-
cation                     

BP2 (Scenario 2) - Risk prevention via 

Computer Vision in the edge                     

Setup & Procurement Activities                     

P4-BP2-SA1 A25 - EUROGATE Cameras                     

P4-BP2-SA2 A26 - EUROGATE NVR                     

P4-BP2-SA3 A27 - Jetson Orin (IE6-IE7)                     

P4-BP2-SA4 A28 - CUT Domain Server (IE8)                     

Development Activities                     

P4-BP2-DA1 A29 - Video collection                     

P4-BP2-DA2 
A30 - Container ID recognition 

model training                     

P4-BP2-DA3 
A31 - Container damage recogni-
tion model training                     

P4-BP2-DA4 
A32 - Container seal recognition 

model training                     

P4-BP2-DA5 
A33 - Yard inventory damaged 
container dashboard                     

Integration Activities                     

P4-BP2-IA1 
A34 - aerOS core services integra-

tion into CUT domain (IE6)                     

P4-BP2-IA2 
A35 - aerOS core services integra-

tion into Jetson Orin (IE7-IE8)                     

Validation Activities                     

P4-BP2-VA1 A36 - Video storage                     

P4-BP2-VA2 
A37 - CV model inference verifi-

cation                     

P4-BP2-VA3 
A38 - aerOS entrypoint domain - 
CUT domain communication                     
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For Pilot 4, the activities carried out are related to the data acquisition and storage, the STS and Straddle Carriers 

AI model inference verification, the communication between aerOS entrypoint domain and EUROGATE do-

main, the video storage and the communication between aerOS entrypoint domain and CUT domain. All of 

these activities will be described in detail below. 

 

Pilot 4 – Business Process 1 – Activity - 21 (P4-BP1-VA1): Data acquisition 

Different testbenches have been performed for the verification of data acquisition from the different data 

sources, i.e., PLCs from STS and straddle carriers, GPS, and straddle carrier sensors. All of them are captured 

through custom-made data acquisition flows with a Node-RED no-code tool on the edge (i.e., in the different 

IEs of the CHEs under consideration). Some of these flows are slightly presented in the following figures: 

 

Figure 74: STS-04 data acquisition flows. 
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Figure 75: STS-05 data acquisition flows. 

 

 

 

Figure 76: Straddle Carrier SCH-167 sensors data acquisition flows. 

 

Pilot 4 – Business Process 1 – Activity - 22 (P4-BP1-VA2): Data Storage 

Two parallel NoSQL databases have been used for data storage: Elasticsearch in EUROGATE domain, and 

InfluxDB in CUT domain. The data collected has been used as training and validation datasets for the multiple 

AI-based PdM models developed and deployed in the pilot. Some screenshots showing some of the Elas-

ticsearch indices associated with the data sources stored are presented below: 
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Figure 77: STS-04 PLC data stored in Elasticsearch cyml.sts.plc index 

 

 

Figure 78: STS-05 PLC data stored in Elasticsearch cyml.sts.plc index 

 

Figure 79: Straddle Carrier SCH-167 sensors data stored in Elasticsearch cyml.straddle.rtu.all index 
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Figure 80: Straddle Carrier SCH-173 sensors data stored in Elasticsearch cyml.straddle.rtu.all index. 

 

Pilot 4 – Business Process 1 – Activity - 23 (P4-BP1-VA3): STS and Straddle Carriers AI 

model inference verification 

 

The different AI-based models have been verified on STS and Straddle Carriers real time maintenance: 

➢ STS trolley wire rope: 

The problem posed significant data-related and methodological challenges. The only continuous meas-

urement available was a signal derived from the pos limit switch, which was designed as a safety monitoring 

mechanism rather than as a calibrated instrument to measure physical elongation. This signal suffered from 

several shortcomings: 

• Due to the data acquisition strategy, with a millisecond-level sampling frequency to determine the 

switch position, the signal behaved like a step function. The persistence of redundant consecutive values 

suggested that retaining the entire signal would overweight inactive periods, potentially biasing any 

downstream analysis, below is an example of this trend on a data sample of approximately 4 months: 

 

Figure 81: Position of the 'Pos_Limit_Switch_Spare_Gear_Land_Side' along 4 months. There were high peaks that 

were discarded for the model training. 
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• In the analyzed data, with approximately 8 months of historical records, inconsistencies were found 

regarding the crane’s operational continuity. Once the target variable was preliminarily processed to 

mitigate the step-like behavior of the raw signal (caused by the millisecond-level sampling frequency 

and the persistence of redundant consecutive values, see previous point) interruptions in activity were 

identified. These interruptions pose an analytical challenge when approaching the problem as a time 

series, especially without prior knowledge of the periods between cable cuts to validate any approach. 

The following figure shows an evaluation of the raw variable 

('Pos_Limit_Switch_Spare_Gear_Land_Side'), highlighting the moments where service interruptions 

longer than 50 hours begin 

 

Figure 82: 'Pos_Limit_Switch_Spare_Gear_Land_Side' variable evolution. 

It was contaminated by external mechanisms with unknown effects over to rope degradation, such as adjust-

ments in the rope winding and re-tensioning system.  The figure below shows the joint distribution of Trol-

ley_Piston_Cylinder_Pressure and the target variable Pos_Limit_Switch_Spare_Gear_Land_Side. The wide 

spread of pressure values across the two dominant switch positions illustrates the inconsistency of the pressure 

signal and its inability to explain the large oscillations observed in the raw target variableComplementary 

analyses of linear (Pearson) and non-linear (Spearman, Mutual Information) correlations using different elon-

gation proxies — including Pos_Limit_Switch_Spare_Gear_Land_Side — confirmed that no meaningful as-

sociation could be established between piston pressure fluctuations and actual changes in elongation, making 

any segmentation based on this variable unfeasible. 

 

Figure 83: Joint distribution of Trolley_Piston_Cylinder_Pressure and the target variable 

Pos_Limit_Switch_Spare_Gear_Land_Side. 

It lacked recalibration after each rope cut, leading to shifting baselines and loss of absolute reference. Moreo-

ver, in the previous figure, the nominal pressure range (between 90 and 110) operates across several ranges of 

the target variable, with differences exceeding the 500 mm safety threshold. This suggests that no system re-

calibration was performed when tension adjustments were applied 
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• It mixed states of load and no-load, blurring the distinction between elastic and plastic components of 

deformation. 

These limitations meant that traditional engineering models—such as Hooke’s law for elasticity or 

Basquin’s law for fatigue—could not be applied directly, since the necessary physical parameters and clean 

calibration points were absent. Instead, the project required a pragmatic data-driven approach, focused on trans-

forming and refining the available signal into a usable proxy of elongation. 

The goal was therefore: 

1. To enhance the quality of the raw signal through systematic preprocessing and filtering, isolating a con-

sistent representation of rope deformation despite noise and interruptions. 

2. To design a predictive modeling framework that was robust, interpretable, and deployable in production 

environments, while remaining computationally lightweight enough for corporate and potentially on-edge 

deployments. 

Once the raw data issues were identified, the goal was to capture the progressive and irreversible stretch-

ing of the rope. Several proxy variables were tested, based on the following physical principles of rope elonga-

tion, plastic-elastic deformation relations and noisy data: 

• Cumulative displacement: Direct integration of position changes over time, aiming to reflect total 

elongation. 

• Plastic deformation proxy: Long-term monotonic trends in the signal, consistent with irreversible 

stretching. 

• Hybrid indices: Combinations of differences and rolling statistics designed to balance sensitivity to 

load cycles with robustness against baseline shifts. 

Each of these proxies was intended to bring the noisy signal closer to a mechanical interpretation: cumulative 

elongation, reversible elastic response, or progressive plastic deformation. Although no one perfectly described 

the physical phenomena, this exploration clarified which formulations were most stable and interpretable under 

the constraints of the available data. To evaluate the behavior of these candidate proxies, small-scale analyses 

were performed using both the raw variables and their smoothed versions. The absolute differences between 

consecutive records were finally selected as the principal proxy for elongation due to its robustness to baseline 

shifts, independence from directionality, preservation of local dynamics, predictability and consistency. 

Finally, two linear models were adopted as the core predictive framework: 

1. Simple linear regression: to capture the overall rate of change in the selected proxy of elongation. 

2. Quantile regression (τ = 0.75): to provide a more robust estimate of the upper trend, less sensitive to 

local fluctuations and outliers. This model was intentionally designed as part of a contingency system, 

deliberately overestimating elongation compared to the simple regression, thereby serving as a preven-

tive safeguard. 

 

➢ Straddle Carrier hydraulic system failures:  

Faced with the lack of high-quality labels, we employed an unsupervised anomaly detection method based on 

more traditional statistical tests to identify potential anomalies in the dataset, which consists of time series for 

the 4 hydraulic signals measured every 100ms from June to October 2024, totalling 4 GB. This approach gen-

erated a list of potentially anomalous timestamps; each assigned a likelihood score indicating their rarity as 

anomalies. Statistical analysis validated the significance of the detected outliers. To further ensure the quality 

of the developed method, three main metrics were considered (precision, recall, and accuracy). A domain expert 

manually reviewed a subset of flagged timestamps over a continuous 5-month period (June-October 2024). 

As it can be seen in the Confusion Matrix, on the left part of the Table 21, during that time frame, timestamps 

were considered, of which, in turn, 45 of them were flagged as potentially anomalous by the model. In parallel, 

the engineering team informed about 6 actual anomalous events. By comparison of these two reported labels, it 
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was determined that 83% of the actual anomalies were correctly flagged as potential anomalies by the model. 

In the right part of Table 21, the binary metrics lead to a model with low recall due to a large quantity of false 

positives but a high precision. In that sense, for this particular case study, the most relevant metric is precision 

since the cost of a false negative is significantly higher than that of a false positive. Other relevant metrics are 

accuracy with 91.8% and specificity (True Negative Rate) with 99.78%. 

These results demonstrate that our unsupervised technique effectively identifies meaningful anomalies even in 

the absence of labelled training data. 

 

Table 21: Confusion Matrix and classification metrics for the hydraulic anomaly detection model. 

 Confusion Matrix Binary Classification Metrics 

 Predicted  Metric Value 

Actual Positive Negative Total Accuracy 0.918 

Positive 5 1 6 Precision 0.833 

Negative 40 453 493 Recall (sensitivity) 0.111 

Total 45 454 499 Specificity 0.998 

 

 

Figure 84: Hydraulic anomaly detection AI model deployed as an aerOS service through the management portal of 

the pilot. 

➢ Straddle Carrier engine, brake and inverter overheating: 

Table 22 shows the performance results of the five ML models on the test dataset using four common classifi-

cation performance metrics, namely, accuracy, precision, recall, and F1-score, while Figure 85 shows the cor-

responding confusion matrices. The ANN model outperforms others across all metrics with a 98.7% accuracy 

and 98.0% F1-score, likely due to its superior capability in capturing nonlinear relationships between input 

sensor variables and the target fault condition, as well as due to its multilayered architecture and ability to learn 

complex feature representations. The ensemble-based models, such as Random Forest and XGBoost, demon-

strated identical performance with an accuracy of 95.4% and an F1-score of 97.0%. Interestingly, the ANN 

model did not classify any of the normal data points as faulty, with only a small number of false positives (2%), 

while RF and XGBoost achieved zero false positives (see Figure 85). These results suggest that these models 

are highly effective at capturing fault patterns and minimizing misclassification. Further to ensemble-based 

models, GNB showed a lower performance with an accuracy of 94.8% and F1-score of 92.5%, likely due to its 

strong assumption of independence between features. Finally, even though DT also did not produce any false 

positives, DT achieved the lowest accuracy at 94.4% and an even lower F1 score of 91.5% because of its in-

creased false negative rate. Overall, these results indicate that the ANN model effectively captures temporal 

dependencies within the data, making it highly suitable for predictive maintenance tasks. 
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Table 22: Performance analysis in terms of accuracy, precision, recall, and F1-score. 

Model Accuracy Precision Recall Score 

ANN 0.9873 0.975 0.990 0.980 

DT 0.9441 0.965 0.885 0.915 

RF 0.9532 0.970 0.900 0.930 

XGBoost 0.9532 0.970 0.900 0.930 

GNB 0.9478 0.970 0.890 0.925 

 

  

  

Figure 85: Confusion matrices for the five ML models: ANN, DT, RF, XGBoost, and GNB 

 

Pilot 4 – Business Process 1 – Activity - 24 (P4-BP1-VA4): aerOS entrypoint domain – EU-

ROGATE domain communication 

This validation activity aims at verifying the proper communication between two of the domains of the pilot 

(from the entrypoint to the EUROGATE domain). To do so, after confirming its integration in deliverable D5.4, 

for the final verification it was proposed to carry out with the deployment of an aerOS service from the man-

agement portal in the entrypoint domain to any of the registered IEs of the EUROGATE domain. In particular, 

it was decided to test communication by deploying one of the PdM models developed in the scenario. The 

following images present some screenshots of the management portal pages, including the 3 domains of the 

pilot, the specific information of the EUROGATE domain, and the status of the anomaly detection PdM model 

aerOS service on the STS-04 IE. 

 

Figure 86: Pilot 4 domains available in the management portal. 
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Figure 87: Specific information of the EUROGATE domain in the management portal. 

 

Figure 88: Running status of the anomaly detection aerOS service on the STS-04 IE. 

 

Pilot 4 – Business Process 2 – Activity - 36 (P4-BP2-VA1): Video storage 

This validation activity intends to guarantee that the video streams captured by the IPTV cameras are properly 

recorded and stored for further used as datasets on CV models training, and validation. In that sense, videos 

taken throughout the year 2024 were collected, at different times of day and night, and under different weather 

conditions (e.g., sunny, cloudy, rainy). Then these videos were converted into frames, after which each frame 

was manually reviewed, and defined with a bounding box around the containers using an open-source tool called 

LabelImg. A total of 1927 images with containers were labeled, containing containers of different sizes (e.g., 

20 ft, 40 ft), types (e.g., regular, reefer, open top), and colors (e.g., yellow, blue, red). A partial list of the 

collected videos is shown in the next image. 

 

Figure 89: STS-04 collected videos during October 2024. 
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Pilot 4 – Business Process 2 – Activity - 37 (P4-BP2-VA2): Model inference verification 

After the three different CV models were trained they were put into operation of the pilot. To do so, the outputs 

or inferences of the models were transmitted in two different topics to the MQTT broker of the pilot. On the 

one hand, the captured frame with the overlapped bounding box identifying the damaged container was serial-

ized and sent as an MQTT message to the /aerOS/cv/damage MQTT topic. On the other hand, the associated 

metadata of the detection was sent in JSON format to the /aerOS/cv/reports MQTT topic. Next, a web applica-

tion subscribed to those topics and recorded the reports and images in its own database, providing an overall 

view of the containers loaded and unloaded into EUROGATE premises. A screenshot of the MQTT messages 

as well as from the web application form is provided below. 

 

 

 

Figure 90: Web application with the list of containers inferred with the CV models of aerOS. 

 

 

Figure 91: Image and report outputs from the CV models of aerOS. 
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Pilot 4 – Business Process 2 – Activity - 38 (P4-BP1-VA3): aerOS entrypoint domain – CUT 

domain communication 

Like P4-BP1-VA4, this validation activity aims at verifying the proper communication between two of the 

domains of the pilot. In this case, from the entrypoint to the CUT domain. To do so, an aerOS service in the 

form of a nginx image test was deployed in the CUT IE. The following images present some screenshots of the 

management portal pages, including the specific information of the CUT domain, the deployment description 

of the nginx aerOS service forced to be deployed in CUT IE, and the final running status of that aerOS service. 

 

Figure 92: Specific information of the CUT domain in the management portal 

 

 

Figure 93: Deployment configuration of the nginx aerOS service into the CUTdomain IE. 
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Figure 94: Running status of the nginx aerOS service on the CUTdomain IE.
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Pilot 5 - Energy Efficient, Health Safe & Sustainable Smart Buildings 
Pilot 5 has closed an end-to-end user journey across two aerOS domains and a far-edge tier: IoT data feeds forecasting, an optimizer, and a desk recommender 

via Orion-LD; users sign in, receive seat suggestions aligned with comfort/health/energy goals, and building indicators update in real time under secure, 

orchestrated control. 

 

Pilot 5 2024 2025 

Code Name M19 
M2

0 

M2

1 

M2

2 

M2

3 

M2

4 

M2

5 

M2

6 

M2

7 

M2

8 

M2

9 

M3

0 

M3

1 

M3

2 

M3

3 

M3

4 

M3

5 

M3

6 

M3

7 

M3

8 

Business Process 1 (Scenario 1) - Smart 

Buildings - Intelligent Occupational Safety 

and Health                     

Setup & Procurement Activities                     

P5-BP1-SA1 
Site survey for the Selection of Pi-
lot5 Building/Rooms 

completed 
by M18                    

P5-BP1-SA2 
Procurement of Servers & Equip-

ment 

completed 

by M18                    

P5-BP1-SA3 
Identification of Appropriate Smart 
Building Sensors 

completed 
by M18                    

Development Activities                     

P5-BP1-DA4 
Deployment & Maintenance of Sen-

sors 

completed 

by M18 
                   

P5-BP1-DA5 
Deployment of the IoT 
backend/Home Assistant 

completed 
by M18                    

P5-BP1-DA6 Installation of the aerOS Domains 

completed 

by M18                    

P5-BP1-DA7 
Transformation of the IoT backend 
as AerOS IE 

completed 
by M18                    

P5-BP1-DA8 HVAC/Plugs Actuator Component                     

P5-BP1-DA9 
Forecast Engine - Health Index AI 

Component                     

P5-BP1-DA10 
Forecast Engine – Environmental 
AI Component                     

P5-BP1-DA11 
Forecast Engine - Energy Effi-

ciency AI Component                     

P5-BP1-DA12 Health and Energy Optimization                     

P5-BP1-DA13 Recommender                     

P5-BP1-DA14 End-user GUI Application                     

Integration Activities                     

P5-BP1-IA15 
Integration of AerOS Basic (MVP)  
IE Components                     

P5-BP1-IA16 
Integration of aerOS non Basic IE 

Components                     
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P5-BP1-IA17 
Integration of Data fabric with the 

IoT backend                     

P5-BP1-IA18 
Integration of Data Fabric with 
Forecast Health Index System                     

P5-BP1-IA19 
Integration of Data Fabric with 

Forecast Environmental AI  System                     

P5-BP1-IA20 
Integration of Data Fabric with 
Forecast Energy Efficiency System                     

P5-BP1-IA21 
Integration of Data Fabric with Op-

timization System                     

P5-BP1-IA22 
Integration of Data Fabric with 

Recommender  System                     

P5-BP1-IA23 
Integration of Data Fabric with 

End-user GUI System                     

P5-BP1-IA24 

E2E Integration of all Application 

Components (IoT, Forecast Engine, 

Recommender, GUI)                     

Validation Activities                     

P5-BP1-VA25 
 End-to-End Demonstrator  (Seating 
Recommendation)                     

P5-BP1-VA26 

Pilot Services Created, Managed 

and Operated by AerOS Orchestra-
tor                     

P5-BP1-VA27 Energy Use Reduction                     

P5-BP1-VA28 
Edge Processing Performance 

Gains                     

P5-BP1-VA29 
 Service Availability within the 
AerOS IE                     

P5-BP1-VA30 Service Creation / Scalability                     

P5-BP1-VA31 Improvement of Air Quality                     

Business Process 2 (Scenario 2) - Cyberse-

curity and data privacy in building auto-

mation                     

Setup & Procurement Activities                     

P5-BP2-SA1 
Procurement of Servers & Equip-

ment 

Completed 

by M18 
(See use 

case 1)                    

P5-BP2-SA2 Identification of Targeted 5G Core 
Completed 

by M18                    

Development Activities                     

P5-BP2-DA1 Installation of aerOS Domains 

Completed 

by M18                    

P5-BP2-DA2 
Definition of roles and access per-
missions                     

P5-BP2-DA3 
Testbed deployment for 5g capabili-

ties extension over aerOS                     
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P5-BP2-DA4 
OpenCAPIF deployment for secure 

NEF exposure from aerOS                     

P5-BP2-DA5 
Adaptation of open5gs UPF for 
aerOS onboarding                     

P5-BP2-DA6 
Adaptation of open5gs NEF for 

aerOS onboarding                     

Integration Activities                     

P5-BP2-IA1 
Integration of aerOS cyber security 
services 

Completed 
by M18                    

P5-BP2-IA2 
Integration of roles and permissions 

for aerOS APIs access                     

P5-BP2-IA3 
Integration of UPF VNF in aerOS 

continuum                     

P5-BP2-IA4 
Integration of NEF VNF in aerOS 

continuum                     

P5-BP2-IA5 
Register aerOS services to Open-

CAPIF                     

Validation Activities                     

P5-BP2-VA1 
5G E2E deployment validation with 

VNFs over aerOS  (UERANSIM)                     

P5-BP2-VA2 
Access control based on established 

RBAC rules                     

 

For Pilot 5, the activities carried out are related to the End-to-End Demonstrator (Seating Recommendation), the creation, management and operation of Pilot 

Services by aerOS Orchestrator, the reduction of the energy use, the edge processing performance gains, the service availability within an IE of aerOS, the 

creation and scalability of services, the improvement of Air Quality, the 5G E2E deployment validation with VNFs over aerOS (UERANSIM) and the validation 

of the access control based on established RBAC rules. All of these activities will be described in detail below.
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Pilot 5 – Business Process 1 – Activity - 25 (P5-BP1-VA25): End-to-End Demonstrator (Seat-

ing Recommendation) 

The validation of the end-to-end demonstrator is incorporating the end-user experience, from the moment that 

an employee approaches the enterprise building and receives the seating recommendation up until s/he leaves 

the premises. 

The main prerequisites for the demonstrator to run are that: 

1. The pilot application components are running (as shown in Figre 95). 

 

 

Figure 95: Pilot5 aerOS Services running 

2. The Forecasting component is working on the background and generates the health score per room: 

 

 

Figure 96: Health Score Forecast Calculation per Room 

 

Thereafter, the validation scenario is demonstrated through the following sequence of activities: 

1. An employee approaching signs in the WEB GUI of Pilot5 with his/her credentials: 
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Figure 97: Pilot5 Login Page and Web-GUI Log for User Login 

2. Following the successful login, the user can update its seating preferences: 

 

 

Figure 98: User Preferences Page: Select Preferred Seating (Room_Desk) for Option 1 (Most Preferred) 

 

 

Figure 99: User Preferences Page – List of Preferred Desks Selected 
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Figure 100: Web-GUI Log for User Preferences – Desks Selected 

 

3. User Requests for the allocated desk: 

 

  

Figure 101: Seating Recommendation Page 

 

Figure 102: Recommender log for processing request and providing recommendations based on HI and preferences 

 

4. The recommended seating is presented in the Web GUI: 
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 Figure 103: Seating Recommendation Results 

 

Figure 104: WebGUI Log for Fetching Recommendation Results from the Recommender Component 

 

5. The user books the desk from the provided list: 

 

 

Figure 105: User Books a Desk 
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Figure 106: WebGUI Log for User's Desk Booking 

 

6. The forecast component updates the room’s occupancy (R105). Note that health score considers the 

updated occupancy and runs upon occupancy changes and every thirty (30) minutes. 

 

 

Figure 107: Forecasting Logs for Desk Occupancy Updates (Occupancy = 1) 

 

Figure 108: Forecasting Logs for Updating Rooms' Health Score 
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7. On user’s exit, the desk reservation is released: 

 

 

Figure 109: User Releases Desk 

 

Figure 110: Web-gui Logs for Desk Release 

 

8. The room’s occupancy is updated: 

 

 

Figure 111: Room Occupancy Updated (Occupancy = 0) 
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Figure 112: Forecasting Logs for health Score Updates 

 

Pilot 5 – Business Process 1 – Activity - 26 (P5-BP1-VA26): Pilot Services Created, Managed 

and Operated by aerOS Orchestrator 

This validation activity evaluates the KPI 2.5.6 ‘Services directly managed by the aerOS orchestrator’ as re-

ported in D5.5. The Pilot5 components deployment through the aerOS portal is depicted in the image below. 

 

Figure 113: Portal View of Deployed Pilot5 Services 

 

Details about the deployment characteristics for these components namely Recommender, Forecasting and Ac-

tuator can be seen in the iamges below respectively. 
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Figure 114: Recommender Component Deployment Status 

 

Figure 115: Forecasting Component Deployment Status 

 

Figure 116: Actuator Component Deployment Status 

 

Pilot 5 – Business Process 1 – Activity - 27 (P5-BP1-VA27): Energy use Reduction 

This validation activity evaluates the KPI 2.5.1 ‘Energy Use Reduction’ as reported in D5.5 and D5.6. The 

energy consumption is collected through the Shelly plugs and power meters installed per room, as described in 

D5.4. With the aerOS intelligence, the power consuming devices, such as an air conditioner are used less time, 

since the Forecaster upon evaluating the health score of a room, requests through the actuator the necessary 

adaptations (e.g. on/off). The validation is demonstrated by measuring energy consumption for a working week 

without the aerOS pilot running (1-5/9/25) and with the aerOS pilot running (8-12/9/25). Comparing the daily 

consumptions, the energy use reduction through the aerOS intelligence is evident, as shown in the below graphs 
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for Rooms 105, 106, 208 and 209 respectively. The datasets are available in a repository of the aerOS Gitlab 

(https://gitlab.aeros-project.eu/pilots/pilot-5/data-pilot-5). 

 

 

Figure 117: Daily (Day-of-Working-Week) Energy Consumption Before/After for Room 105 

 

 

Figure 118:Daily (Day-of-Working-Week) Energy Consumption Before/After for Room 106 

 

https://gitlab.aeros-project.eu/pilots/pilot-5/data-pilot-5
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Figure 119: Daily (Day-of-Working-Week) Energy Consumption Before/After for Room 208 

 

 

Figure 120: Daily (Day-of-Working-Week) Energy Consumption Before/After for Room 209 

 

The AI optimization component was developed to maintain a healthy indoor environment while keeping energy 

consumption as low as possible. It operates by combining forecasts of environmental conditions (temperature, 

humidity, CO₂, and particulate matter) with the predicted energy consumption values. The forecasting and en-

ergy consumption predictions are both powered by XGBoost regression models, trained on room-specific envi-

ronmental and contextual features. Using these inputs, the system evaluates whether the predicted environmen-

tal conditions deviate from their healthy thresholds and computes the minimal adjustments required to restore 

optimal conditions at the lowest possible energy cost. The optimization logic itself is implemented through a 

SciPy-based optimization engine that minimizes energy use subject to health constraints. This balance ensures 

that rooms remain comfortable and safe without unnecessary energy use. The optimization results define the 

target environmental state—rather than direct control actions—and are shared through the Orion-LD Context 

Broker for execution by downstream components such as Actuator. In this way, the system enables proactive, 

AI data-driven management of indoor spaces that jointly optimizes for both human well-being and energy effi-

ciency. 
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Frugal AI has been applied to make the energy consumption prediction AI model more efficient by trying to 

find a model that is smaller yet as good quality as the original models, measured through the same or smaller 

RMSE1 and the same or bigger R-squared metrics2. An example of a visualization of the energy consumption 

model behaviour during the architecture search can be seen in the figure below. 

 

Figure 121: Visualization of the energy consumption model behaviour 

 

Each blue dot is a test metric result (RMSE in this case) for a model trained with a set of hyperparameters. The 

green region contains models that are smaller and better than the original one. It can be sees that there are 

multiple candidates, however as per the pilot objective it has been chosen the smallest one that was, at least, as 

good as the original one. 

The code and the results from the experiments are available in a repository of the aerOS Gitlab 

(https://gitlab.aeros-project.eu/pilots/pilot-5/forecasting-health-energy/-/tree/dev/src/app/fai).   

 

Pilot 5 – Business Process 1 – Activity - 28 (P5-BP1-VA28): Edge Processing Performance 

Gains 

This validation activity evaluates the KPI 2.5.2 ‘Edge processing performance gains’ measurement as reported 

in D5.5. The measurement of the Edge processing performance gains is a composite KPI that refers to gains 

such as: 

1. Exhibit average E2E Communication Latency < 100 ms for the aerOS nodes deployed locally (in the 

edge), measured through ping tools. 

 

1 Root Mean Squared Error, is a standard metric for measuring the difference between predicted and actual values, commonly used in 

regression analysis 
2 R-Squared (R² or the coefficient of determination) is a statistical measure in a regression model that determines the proportion of 

variance in the dependent variable that can be explained by the independent variable. In other words, r-squared shows how well the data 

fit the regression model (the goodness of fit). 

https://gitlab.aeros-project.eu/pilots/pilot-5/forecasting-health-energy/-/tree/dev/src/app/fai
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Latency Average with aerOS has been reduced from 2.4 ms (left side of Figure 122) to 0.919 (right side of 

Figure 122) with aerOS transformation. 

  

 

Figure 122: Baseline Latency Average between two application nodes (Before aerOS) and Latency Average between 

Pilot nodes (with aerOS) 

2. Demonstrate the gains of KubeEdge (with aerOS transformation) vs. K8 deployments (baseline) 

utilizing light devices at the far edge gaining 20 % less memory resources consumption comparing the 

cluster reported average measurement values. Memory usage with aerOS has been reduced from 1.6 

Gbps (Figure 123) to 730 Mbps (Figure 124) with aerOS transformation.  

 

 

Figure 123: Baseline Memory Usage of IoT K8 (before aerOS) 

 

Figure 124: Memory Usage (with aerOS) 

 

3. Demonstrate the gains of Kube Edge for service resilience, measuring the service recovery time 

showcasing that the pilot services at the edge still operate even when the master node is down or there 

is a network connectivity issue. In the baseline setup (before aerOS) when the K8 master node or 

network is down (left window of Figure 125) the IoT Application is not running (right window of Figure 

125). 

 

 

Figure 125: Service Recovery Baseline (before aerOS) – IoT App is Down when Master Node is Down 

 

However, employing aerOS kubeEdge, the IoT Application (right window of Figure 126¡Error! No se 

encuentra el origen de la referencia.) is running when K8 master node or network is down (left window of 

Figure 125). 
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Figure 126: Service Recovery Baseline (before aerOS) – IoT App is Running when Master Node is Down 

 

Pilot 5 – Business Process 1 – Activity - 29 (P5-BP1-VA29): Service Availability within the 

aerOS IE 

This validation activity evaluates the KPI 2.5.4 ‘Service availability’ as reported in D5.5.  It measures the uptime 

of the pilot nodes, for a period of one month using raw data from the host (see Figure 127). A known 

maintenance activity is included in this period explaining the uptime to be 25 days. 

 

 

Figure 127: Pilot5 master node uptime 

 

Pilot 5 – Business Process 1 – Activity - 30 (P5-BP1-VA30): Service Creation / Scalability 

This validation activity evaluates the KPI 2.5.5 ‘Service Creation / Scalability’ as reported in D5.5. The 

validation activity involves measuring the time to deploy a new node (aeros-node’) in the KubeEdge cluster. As 

it can be seen in Figure 128, that depicts the logs of the dynamic deployment process of the aerOS node, the 

service creation time is 32 secs. 
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Figure 128: Time to deploy in aerOS node in KubeEdge 
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Pilot 5 – Business Process 1 – Activity - 31 (P5-BP1-VA31): Improvement of Air Quality 

This validation activity evaluates the KPI 2.5.7 ‘Improvement of air quality’ as reported in D5.5. The target is 

to demonstrate for the rooms of the pilot, and the specific demo situation, that the max CO2 is reduced approx-

imately 20% and is lower than 1000 ppm in all cases. This is demonstrated by measuring CO2 during a working 

week without the aerOS pilot running (1-5/9/25) and with the aerOS pilot running (8-12/9/25). The related 

results for the COSMOTE building rooms 105, 106, 208, 209 that are part of the aerOS Pilot are depicted in the 

graphs below, respectively. It is evident from these diagrams that the CO2 measured was significantly improved 

with the aerOS system while the max CO2 was significantly below 1000 ppm in all cases. The datasets are 

available in https://gitlab.aeros-project.eu/pilots/pilot-5/data-pilot-5.git. 

 

Figure 129: Daily (Day-of-Working-Week) CO2 (ppm) Before/After for Room 105 

 

Figure 130: Daily (Day-of-Working-Week) CO2 (ppm) Before/After for Room 106 

 

https://gitlab.aeros-project.eu/pilots/pilot-5/data-pilot-5.git
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Figure 131: Daily (Day-of-Working-Week) CO2 (ppm) Before/After for Room 208 

 

 

Figure 132: Daily (Day-of-Working-Week) CO2 (ppm) Before/After for Room 209 

The Health Index AI estimates the overall indoor environmental quality by combining multiple parameters—

temperature, humidity, CO₂, and particulate matter (PM1, PM2.5, PM10)—into a single, interpretable score 

ranging from 0 to 100. It uses XGBoost regression models trained on historical sensor data to forecast each 

environmental variable and assess whether future conditions remain within healthy ranges. By comparing pre-

dicted values against literature-based optimal thresholds, the Health Index quantifies how favorable the indoor 

environment is for human comfort and safety, enabling proactive management and early detection of unhealthy 

conditions. 

Frugal AI approach has been applied to make the energy consumption/prediction all the environmental AI mod-

els more efficient by trying to find a model that is smaller yet as good quality as the original models, measured 

through the same or smaller RMSE and the same or bigger R-squared metrics. During the search procedure for 

each model a set of parameters was selected randomly from heuristically defined ranges, e.g., the number of 

estimators, the learning rate, etc. For each target variable, the search procedure prepared 500 different models 

which were trained and tested. An example behaviour of models of predicting PM10 levels during the search 

can be seen in the next figure. The method was successfully applied to all six of the models that predicted the 
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environmental parameters. Therefore, for each original model, we managed to find a model that was smaller 

and equally as good. 

 

Figure 133: Visualization of the PM10 prediction model behaviour 

Each blue dot is a test metric result (RMSE in this case) for a model trained with a set of hyperparameters. The 

green region contains models that are smaller and better than the original one. It can be sees that there are 

multiple candidates, however as per the pilot objective it has been chosen the smallest one that was, at least, as 

good as the original one. 
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Figure 134: Visualization of the PM2.5 prediction model behaviour 

 

 

 

Figure 135: Visualization of the PM1 prediction model behaviour 
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Figure 136: Visualization of the humidity prediction model behaviour 

 

 

Figure 137: Visualization of CO2 prediction model behaviour 
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Figure 138: Visualization of the temperature prediction model behaviour 

The code and the results from the experiments are in https://gitlab.aeros-project.eu/pilots/pilot-5/forecasting-

health-energy/-/tree/dev/src/app/fai 

 

Pilot 5 – Business Process 2 – Activity - 1 (P5-BP2-VA1): 5G E2E deployment validation 

with VNFs over aerOS (UERANSIM) 

In D5.4, the full cycle for deploying Virtual Network Functions (VNFs) over aerOS was successfully executed 

and validated through interaction with UERANSIM, including the deployment of the User Plane Function 

(UPF) and the Network Exposure Function (NEF) for event monitoring and location reporting. This previous 

work demonstrated that aerOS could act as a MetaOS for orchestrating 5G E2E services across the continuum, 

managing both core network functions and exposure services at the edge. 

To further validate the full functionality of aerOS as a continuum-supporting MetaOS, an additional validation 

activity was designed and executed. This activity focused on integrating a new NEF capability — AsSession-

WithQoS — and deploying it through aerOS at the edge domain. The goal was to demonstrate not only that 

aerOS can manage the lifecycle of network functions, but also that newly introduced 5G features can be seam-

lessly integrated, exposed, and validated in real-world testbed conditions. 

The validation started with the connection of the UERANSIM emulated device to the Open5GS core network. 

A UE was successfully registered, with signaling confirmed through both the UERANSIM console and the 

Open5GS graphical interface. At this stage, registration messages were observed at the AMF and associated 

core components, verifying that the emulated UE was fully integrated into the 5G system and available for 

subsequent QoS provisioning. 

https://gitlab.aeros-project.eu/pilots/pilot-5/forecasting-health-energy/-/tree/dev/src/app/fai
https://gitlab.aeros-project.eu/pilots/pilot-5/forecasting-health-energy/-/tree/dev/src/app/fai
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Figure 139: Registration of UE as a subscriber in the open5gs 

 

 

Figure 140: UERANSIM registered gNB to open5gs 

 

 

Figure 141: Registration of UE (UERANSIM provided) to open5gs 
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Figure 142: AMF (open5gs) logs with messages during UE (UERANSIM) registration in the 5G network 

Following UE registration, the AsSessionWithQoS component was deployed as a new VNF through the aerOS 

orchestration layer. Deployment was performed using a TOSCA descriptor, ensuring declarative and automated 

lifecycle management. 

The aerOS deployment logs confirmed the instantiation of the NEF-QoS VNF, while k9s inspection showed the 

relevant pods and services correctly running in the edge cluster. Furthermore, the exposed Swagger interface of 

the QoS API verified that the functionality was available to external consumers. 

This step demonstrated the ability of aerOS to dynamically instantiate new VNFs at the edge, expose their APIs, 

and make them ready for interaction with the 5G core. 

 

Figure 143: aerOS descriptor (TOSCA based) for QoS service deployment 
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Figure 144: aerOS HLO proceeding to service deployment 

 

 

Figure 145: QoS application (pod in aerOS domain) 

 

 

Figure 146: QoS service (service in aerOS domain) exposing network port as requested 
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Figure 147: QoS service API exposed over aerOS 

The final step consisted of calling the QoS API exposed by aerOS (via NodePort). Using the API, a 5QI value 

was registered for the UE that had been previously connected through UERANSIM. 

API responses confirmed the acceptance of the request, and the logs of the QoS API showed the processing of 

the session registration. In parallel, PCF logs confirmed that the QoS policy event was propagated correctly to 

the 5G core. This provided end-to-end evidence that the newly deployed NEF-QoS component interacted suc-

cessfully with both aerOS orchestration and the 5G core functions. 

 

 

Figure 148: Calling QoS API for registering policy for UE (UERANSIM provided) 
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Figure 149: QoS API received request 

 

 

Figure 150: Request received, and accepted, at PCF (open5gs) 

The validation activities confirmed that the emulated UE was successfully registered through UERANSIM and 

fully integrated with the Open5GS core, demonstrating correct attach and signaling procedures. Building on this 

foundation, aerOS was able to dynamically deploy the AsSessionWithQoS component using a TOSCA de-

scriptor, with its successful instantiation verified through deployment logs, the status of pods and services, and 

the availability of the exposed Swagger interface. Finally, the invocation of the QoS API established a 5QI value 

for the registered UE, with the interaction clearly recorded in the QoS API logs and corroborated by entries in 

the PCF component of the 5G core. Taken together, these results provide strong evidence that aerOS can manage 

the full lifecycle of advanced 5G VNFs at the edge and ensure their seamless interaction with the 5G core, 

thereby reinforcing its role as a flexible MetaOS for supporting end-to-end 5G deployments across the contin-

uum. 

In conclusion, the following figure illustrates the deployment of VNFs (NEF Event Monitoring and QoS) over 

aerOS, showcasing the platform’s ability to support the seamless integration of 5G network functions with con-

tinuum computing and edge infrastructure capabilities. 
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Figure 151: VNFs deployment over aerOS continuum 

 

Pilot 5 – Business Process 2 – Activity - 2 (P5-BP2-VA2): Access Control based on estab-

lished RBAC Rules 

The validation phase aimed to confirm that the role-based access control (RBAC) mechanisms integrated in 

aerOS are effectively enforcing the defined policies across the continuum. Building on the development and 

integration activities, this phase demonstrated that roles configured in LDAP and Keycloak, and enforced by 

KrakenD, resulted in the expected access behaviors for all identified user categories. The validation activities 

provided evidence that only authorized roles were able to access or modify protected resources, while unauthor-

ized attempts were consistently rejected. 

The validation process followed a structured sequence of steps covering identity management, token provision-

ing, policy enforcement, and logging. 

 

Step 1 – Verification of users and roles 

The first step confirmed that all relevant actors were correctly registered in the aerOS identity management 

system and associated with the intended roles. Using the aerOS portal, each user, registered, was linked to one 

of the predefined roles (Continuum Administrator, aerOS User, Data Product Owner, External User, Vertical 

Deployer). This ensured that the role definitions created during integration were properly instantiated in the live 

environment. The following screenshots display some of the users created their assigned roles and the differen-

tiations in portal provided capabilities based on their roles. 
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Figure 152: aerOS Users and assigned roles, as seen from administrator cosmote user) dashboard 

 

 

 

Figure 153: aerOS continuum administrator (“cosmote” user) has full access to all actions 
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Figure 154: aerOS product owner (“fsetaki” user) can create and see data products but cannot access service 

deployments 

 

 

Figure 155: aerOS vertical deployer user (“vpitsilis” user) can see and create service deployments 
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Figure 156: aerOS user (“gpappas” user) can see service deployments 

Step 2 – Token retrieval and inspection 

Once user-role assignments were verified, authentication tokens were retrieved for each role. Using Postman, 

authentication requests were sent to Keycloak, which issued the corresponding JWTs. The tokens were decoded 

and inspected with jwt.io to validate that the embedded claims correctly reflected the assigned roles, issuer, 

audience, and expiry. This confirmed the propagation of role attributes from the identity store into the access 

tokens. The following screenshots from jwt.io depict the roles embedding in authorization tokens. 

 

Figure 157: aerOS “cosmote” with “Continuum administrator” role embedded in token 
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Figure 158: aerOS “fsetaki” with “Data product owner” role embedded in token 
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Figure 159: aerOS “vpitsilis” with “Vertical deployer” role embedded in token 
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Figure 160: aerOS “gpappas” with “aerOS user” role embedded in token 

 

Step 3 – Execution of API requests 

With valid tokens available, a series of API calls was executed against representative aerOS endpoints. These 

endpoints were chosen because they map directly to role responsibilities: 

• Data product management (/dataProducts, /dataCatalog) reflects the tasks of Data Product Owners, 

who must be able to create and delete their own products. 

• Service deployment and removal (/hlo_fe/services/{{service_id}}) corresponds to Vertical Deploy-

ers, who must both deploy and remove IoT services, and Administrators, who retain global authority. 

• Resource discovery (/entities?type=InfrastructureElement) demonstrates read-only operations availa-

ble to all roles for monitoring and assessment. 

• Negative scenarios (expired or tampered tokens) confirm that invalid credentials are correctly rejected. 

Requests were made with tokens belonging to each role. Positive cases (authorized actions) returned 200 or 201 

HTTP status codes, while negative cases (unauthorized attempts) returned 403 Forbidden or 401 Unauthorized. 

This validated the correct enforcement of RBAC rules at the gateway level, ensuring each role was restricted 

to its expected scope of actions. 
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Figure 161: User “gpappas” who is “aerOS user” calling GET /dataProducts and denied with 403 HTTP response 

code 

 

 

Figure 162: User “gpappas” who is “aerOS user” calling DELETE /dataProducts and denied with 403 response code 
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Figure 163: User “fsetaki” who is “Product owner” calling GET /dataProducts and receiving 200 response code 

 

Please note that for the execution of test cases, Postman was used to issue requests with tokens corresponding 

to different aerOS roles. While Postman provides clear evidence of the request and response (e.g., 200 OK, 403 

Forbidden), it does not directly display the user identity or role associated with the token, as these are encoded 

within the JWT. Therefore, the screenshots included here are illustrative and should be interpreted in conjunc-

tion with the validation matrix and the token inspection results. In some cases, KrakenD log excerpts are also 

provided to establish a traceable link between the user identity, role claims, and the authorization outcome. 

 

Step 4 – Validation through gateway logs 

In addition to Postman request/response evidence, validation activities were cross-checked against logs pro-

duced by the KrakenD API Gateway. These logs record the enforcement decision taken for each request, in-

cluding the accessed endpoint, the method invoked, the response code issued, and timing information. For ex-

ample, in the validation of the /dataProducts endpoint, the logs clearly show that unauthorized requests to create 

or delete resources were blocked with 403 Forbidden, while authorized read operations were permitted with 200 

OK. 

As with the Postman screenshots, the log entries are not self-explanatory in terms of who issued the request, 

since user identifiers and roles are embedded in the JWT and not echoed in plain text by default. For this reason, 

log evidence is presented in conjunction with the validation matrix and token inspection results, which together 

provide a complete trace from role assignment → token claims → gateway decision → observed outcome. 
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Figure 164: Krakend logs corresponding to the previous presented Postman requests 

Summarizing these, indicative, logs we see how authorized and unauthorized responses are logged for the fol-

lowing endpoints (while results were similar, and correct, for all endpoints and tokens):  

403 | DELETE "/dataProducts" 

403 | POST "/dataProducts" 

200 | GET   "/dataProducts" 

This evidence demonstrates that KrakenD consistently enforced the RBAC policies configured, denying unau-

thorized actions and allowing permitted ones. 

 

Step 5 – Negative and edge case testing 

Several edge cases were tested to validate robustness. These included expired tokens, tampered JWTs, and 

requests with incorrect audience claims. In all cases, the system correctly rejected requests with 401 Unauthor-

ized. This confirmed that the system is resilient to common misuse and security violations in addition to 

enforcing the nominal RBAC rules. 

 

Validation Matrix 

The following table demonstrates some of the validation activities carried out across representative aerOS end-

points, mapping each role to its expected access permissions and the observed outcomes. 

 

Test 

ID 
Endpoint 

Metho

d 

Required 

Role(s) 

Continuum 

Administrator 

aerO

S 

User 

Data 

Product 

Owner 

Vertical 

Deployer 
Observed / Evidence 

VA-01 /dataProducts GET All roles      200 
    

403 
     200     403 

Data products restricted 

to product owners 

VA-02 /dataProducts/{dataProductId} GET All roles      200 
    

403 
     200     403 Retrieval restricted 

VA-03 /dataProducts POST 

Data Product 

Owner, Ad-

min 
     201 

    

403 
     201     403 Creation restricted 

VA-04 /dataProducts/{dataProductId} 
DE-

LETE 

Data Product 

Owner, Ad-

min 
     200 

    

403 
     200     403 

Lifecycle managed by 

owner/admin 

VA-05 /dataCatalog POST 

Data Product 

Owner, Ad-

min 
     201 

    

403 
     201     403 Registration restricted 

VA-06 /dataCatalog/{dataProductId} 
DE-

LETE 

Data Product 

Owner, Ad-

min 
     200 

    

403 
     200     403 

Owner/admin removal 

confirmed 
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VA-07 /hlo_fe/services/{{service_id}} POST 

Vertical De-

ployer, Ad-

min 
     201 

    

403 
    403      201 

Deployment limited to 

deployers 

VA-08 /hlo_fe/services/{{service_id}} 
DE-

LETE 

Vertical De-

ployer, Ad-

min 
     200 

    

403 
    403      200 

Deployer/admin service 

removal 

VA-09 
/entities?type=InfrastructureEl-

ement 
GET All roles      200 

     

200 
     200      200 

Resource discovery 

available 

VA-10 /entities?type=Service GET All roles      200 
     

200 
    401      200 

Resource discovery 

available 

VA-11 
Any endpoint (expired/tampered to-

ken) 
Any None     401 

    

401 
    401     401 

Invalid tokens consist-

ently rejected 

 

Results Summary 

The validation confirmed that RBAC enforcement in aerOS works as intended: 

• Continuum Administrators retain full privileges across all endpoints. 

• aerOS Users are restricted to read-only operations. 

• Data Product Owners can both create and delete their own data products and catalog entries, ensuring 

lifecycle ownership. 

• Vertical Deployers can both deploy and remove IoT services, providing autonomy in managing their 

applications. 

• Unauthorized requests, expired tokens, and tampered tokens are consistently denied, ensuring robust-

ness against misuse. 

Overall, the system demonstrates least privilege enforcement, clear separation of roles, and auditability 

across the continuum. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



D5.6 – Technical evaluation, validation and assessment report (2) 

 

175 

 

 

 

B. Appendix B. Technical KPIs 

aerOS network and compute fabric 

KPI 1.1.1 Response time for the orchestration of IoT applications 

(KVI-1.1) 

Table 23: KPI 1.1.1 Response time for the orchestration of IoT applications (KV-1.1) 

KPI ID number 

and partner resp. 

KPI 1.1.1 

KPI Name Response time for the orchestration of IoT applications 

Description This KPI measures the time the orchestration system takes to achieve the target state 

of the blueprint of the IoT applications 

Motivation Whether achieving the initial state or transitioning states due to external conditions 

changes, the orchestration system should provide responsiveness for the IoT 

applications. A less responsive system would hinder the usefulness of such 

autonomous service for the end user and makes it less reactive to changing conditions. 

Target value <15% baseline → 8.5 s 

Prerequisites aerOS installation ready in the concerned domains. aerOS installation implies here that, 

at least, self-awareness and self-orchestrator elements are functional in several IEs, that 

these (IEs) are organized in one (or more) domain(s) and that the HLO is capable of 

receiving implementation blueprints and allocating computing workloads. 

aerOS 

components (task) 

HLO (T3.3), LLO (T3.3), self-awareness (T3.5), self-orchestrator (T3.5) 

Evaluation means The evaluation process leverages the status of Data Fabric service components to 

monitor the deployment time effectively. This monitoring is crucial for understanding 

the time taken for various components to become operational. Additionally, the 

deployment time can be assessed more accurately from the Management Portal, 

providing a precise measure of response time from the user's perspective. 

At M24, given the current state of the demonstrator, the deployment time from the 

Management Portal that excludes the latency introduced by the HLO (High-Level 

Orchestration) AI service is being measured. This focused approach allows us to gather 

baseline data on deployment efficiency without the additional complexity of AI 

processing delays. 

For D5.6, a more comprehensive measurement mechanism has been implemented. 

This advanced system encompasses all aspects of the deployment process, including 

HLO AI latency and other potential delays, ensuring a thorough and accurate 

evaluation of the deployment time across the entire service framework. 
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To assess the response time for the orchestration of IoT applications, multiple 

deployments were carried out. The deployments in the following table were designed 

to capture the latency associated with service instantiation and orchestration under real 

conditions. A set of diversified experiments was performed, reflecting different pilot 

contexts and configurations, to provide a representative picture of the system’s 

performance. The measured response times are summarized in the following table. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
10 s3 5 s (160%) 4.8 s (166%) 

Outcome 

elaboration (M38) 

The variation in response time for service component orchestration across the 

continuum is mainly explained by the orchestration mode, the number of components, 

and whether deployments remain local or span remote domains. In manual 

orchestration, the deployment is triggered by a direct selection of the instance 

environment (IE), which involves minimal processing by the orchestrator itself. This 

explains why manual cases show the lowest latency despite requiring human 

intervention. By contrast, automated orchestration leaves the full decision-making 

process to the orchestrator, which must analyze requirements, select resources, and 

resolve dependencies. This additional processing overhead increases deployment 

latency. Semi-automated orchestration lies in between, where part of the selection is 

guided by the user, but the orchestrator still performs optimization tasks, resulting in 

intermediate delays. 

The number of service components deployed further affects latency: single-component 

services can be instantiated quickly, while multi-component applications require 

additional coordination and dependency resolution between components, which 

extends the overall deployment time. Finally, the deployment scope plays an important 

role. If all components are placed within the local domain, latency remains relatively 

low, but once orchestration extends to remote domains, extra time is consumed by 

cross-domain communication, synchronization, and network overlay establishment. In 

summary, the measured latencies reflect the combined effect of these factors. Tools 

used to get timestamps and measure latencies where k9s and kubectl logs. 

 

3 The baseline is taken from the worst case in usual IoT applications in the literature [3] 
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The following screenshot is from the HLO-FE of the 5th case: 
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KPI 1.1.2 Open-source components for aerOS to deploy and 

manage applications spanning the continuum (KVI-1.2) 

Table 24: KPI 1.1.2 Open-source components for aerOS to deploy and manage applications spanning the continuum 

(KVI-1.2) 

KPI ID number 

and partner resp. 

KPI 1.1.2 

KPI Name Open-source components for aerOS to deploy and manage applications spanning 

the continuum 

Description The KPI determines the number of components that aerOS generates and are able to 

deploy and manage applications in the continuum that have been shared with external 

communities through open-source contributions. 

Motivation This KPI is important to measure the impact aerOS has on the technological ecosystem, 

allowing the support of new technological business models and third-parties 

exploitation resulting from the project innovative work. 

Target value 3 

Prerequisites The components are aerOS-created, or aerOS-enhanced, and are available for 

inspection, download, reuse and replication by the community outside of the project. 

A pre-requisite for final acceptance of this KPI is also the completion of the Open-

Source Strategy that has been defined during the latest period of the project, and that 

will be put in place from M24 to M38 of aerOS. 

aerOS 

components (task) 

Any aerOS component subject of being open-source licensed (all WP3-WP4, and T6.4) 

Evaluation means The number of public repositories related aerOS will be used for the evaluation. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

N/A 0 (0%) 37 (1000%) 

Outcome 

elaboration (M38) 

A total of 37 aerOS components have been selected for open-source release under the 

Eclipse Foundation, establishing a complete aerOS ecosystem and validating the KPI 

on open-source impact and technological exploitation. This open-source release 

confirms aerOS role as a catalyst for innovation across the continuum computing 

landscape, enabling cross-domain collaboration and ensuring long-term sustainability 

through transparent, community-driven development. 
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KPI 1.1.3 Usage of 5G native APIs (3GPP NEF and CAPIF) (KVI-

1.3) 

Table 25: KPI 1.1.3 Usage of 5G native APIs (3GPP NEF and SEAL) (KVI-1.3) 

KPI ID number 

and partner resp. 

KPI 1.1.3 

KPI Name Usage of 5G native APIs (3GPP NEF and CAPIF) 

Description 5G Native APIs that have been specified by 3GPP allows the tight integration of 

services and applications in order to improve their performance and features, such as 

by retrieving information of the QoS level of the network and the location of the user. 

Motivation The use of 5G native APIs can significantly enhance the performance of a 

service/application, providing additional context information and network awareness. 

Therefore, assessing the use of native 5G APIs as a KPI is important because it denotes 

the disruptive innovation of the developed services and applications. 

Target value >50% aerOS scenarios using 5G network 

Prerequisites Functional aerOS domain and aerOS APIs exposed 

aerOS 

components (task) 

Ingress (T3.1), TLS (T3.1), OpenAPI (T3.2), HLO (T3.3), API Gateway (T3.4), 

Context Broker (T4.2) 
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Evaluation means Out of all the aerOS scenarios, the following two are going to use cellular network: 

1. Pilot 4 – Predictive maintenance (with two scenarios) 

2. Pilot 5 – Smart buildings (with two scenarios) 

As long as any two of those four scenarios show that the OpenCAPIF is integrated in, 

the KPI will be considered as fulfilled. 

To carry out the evaluation, there are three options: (i) reporting tools of OpenCAPIF 

will be used; (ii) exported report on discovered (aerOS) APIs; and (iii) POSTMAN 

endpoints with OpenCAPIF acting as consumer, getting all aerOS registered APIs. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

N/A 1/4 scenarios deployed, 

but not integrated (50%) 

2/4 scenarios deployed, 

integrated, and validated 

(100% achieved KPI) 

Outcome 

elaboration (M38) 

The usage of 5G native APIs (3GPP NEF and CAPIF) within aerOS has been fully 

validated through the activities conducted primarily in Pilot 5, where aerOS capability 

to host and orchestrate 5G-related VNFs and to expose them securely through 

standardized 3GPP interfaces was demonstrated. 

As already presented in Deliverable D5.4 – Use cases deployment and implementation 

(2), aerOS successfully integrated the Open5GS 5G core and deployed both the 

Network Exposure Function (NEF) and the User Plane Function (UPF) as VNFs over 

the continuum. Two key NEF functionalities were validated: Event Monitoring for UE 

location and AsSessionWithQoS. Both were onboarded as aerOS services using 

TOSCA descriptors and orchestrated via the aerOS HLO, ensuring full lifecycle 

management from deployment to exposure through Swagger APIs. These services 

operated in conjunction with UERANSIM, validating end-to-end connectivity and 

functionality. This action has also been described in P5-BP2-VA1. 

To enhance interoperability and discoverability, an OpenCAPIF instance was deployed 

and integrated with aerOS. Through this integration, the NEF APIs exposed from 

aerOS were securely registered and became discoverable by external invokers via the 

CAPIF registry. The process included the registration of the aerOS user and API 

provider within OpenCAPIF, the creation of secure certificates and keys, and the 

publication of the NEF notification endpoints. Postman collections were used to verify 

these steps, confirming that the NEF APIs deployed on aerOS could be discovered and 

invoked securely via OpenCAPIF, in line with 3GPP TS 23.222 specifications. 

All necessary validation tools were used — including k9s for service-level verification, 

Postman for API interactions, and OpenCAPIF reporting tools to verify discovery 

operations. The combined evidence, reported in D5.4 and extended in the current 

deliverable (D5.6), demonstrates that the KPI is fully achieved: aerOS manages and 

exposes 5G-native APIs (NEF) through standardized CAPIF interfaces, ensuring 

secure discoverability and controlled access to 5G network functions deployed at the 

edge. Given the extensive nature of the evidence (deployment screenshots, NEF and 

UPF logs, Postman traces, and CAPIF discovery results), only representative figures 

are included in this deliverable. The complete validation dataset is hosted in D5.4 and 

in this deliverable also (D5.6) in the sections connected with Pilot 5 “Setup, 

Development, Integration and Validation activities”. The following two indicative 

screenshots demonstrate the deployment and interaction of NEF functionalities (Event 

Monitoring and QoS) over aerOS, and their secure exposure via OpenCAPIF for 
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standardized discovery and controlled external access. First figure shows the NEF 

Location Event Monitoring endpoint discovery via OpenCAPIF and the second shows 

the 2 NEF APIs integrates running as aerOS hosted services. 

 

 

 

KPI 1.1.4 Usage of TSN (KVI-1.4) 

Table 26: KPI 1.1.4 Usage of TSN (KVI-1.4) 

KPI ID number 

and partner resp. 

KPI 1.1.4 

KPI Name Usage of TSN 

Description This KPI measures the adoption rate of Time-Sensitive Networking (TSN) in more 

than 50% of the applicable scenarios within the project (as per Amendment #2). TSN 

is a set of standards designed to improve the reliability, latency, and synchronization 

of standard Ethernet networks. The goal is to quantify the extent to which TSN is being 

utilized in scenarios where real-time, deterministic communication is critical. 

Motivation The integration of TSN is crucial for scenarios that demand high levels of network 

determinism and reliability, such as in industrial automation, real-time control systems, 
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and applications requiring precise synchronization. By targeting a 20% adoption rate 

in relevant scenarios, this KPI encourages the advancement of network infrastructure 

towards more robust, latency-sensitive, and synchronized communication capabilities. 

This, in turn, supports the overall efficiency, safety, and performance of the systems 

relying on aerOS. 

Target value >= 20% scenarios 

Prerequisites To effectively evaluate the usage of TSN, it is essential to have a TSN-enabled 

infrastructure in place. This includes ensuring that the network infrastructure is 

equipped with TSN-compatible switches, routers, or other network devices. 

Additionally, it is crucial to have TSN-aware applications that can fully utilize TSN's 

capabilities. 

aerOS 

components (task) 

Ingress (T3.1), TLS (T3.1) 

Evaluation means The evaluation of this KPI aims to measure the number of scenarios where TSN is 

deployed. The process involves identifying and counting scenarios in which TSN-

capable networking hardware such as switches or routers is utilized. Additionally, a 

pivot scenario that highlights successful TSN integration will be examined. This 

scenario will provide valuable insights into challenges faced, benefits gained, and 

lessons learned. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

N/A 1/5 pilots (100%) 20% - 1/5 pilots (100% 

accomplishment) 

Outcome 

elaboration (M38) 

At the start of the project, we discussed amongst 5 pilot use cases and respective 

scenarios regarding usability of TSN. At that time the project consortium decided to 

discuss TSN integration within their pilots after they start with deployment. As the 

complexity in the individual pilots grew, only one key scenario in Pilot 1 lead by 

Siemens continued the integration of TSN with aerOS technologies and the other pilots 

saw no real need of doing so, and the efforts to achieve this TSN integration in their 

pilots had to be put elsewhere. Nevertheless, the replication or transfer of TSN 

integration from Siemens pilot scenario to others would be possible but cannot be 

integrated in those pilots due to their integration priorities during the project duration.  

Therefore, the project consortium requested to change the following wording in the 

GA amendment, which was approved by the Project Officer: “KVI-2.2: Usage of TSN 

in at least 50% of the scenarios.” to “KVI-2.2: Usage of TSN in at least 20% of the 

pilots.” 

There is no impact of not using TSN in other scenarios as the integration of TSN in 

other scenarios can be easily replicated. So, depending on the need of the other pilots 

for showcasing aerOS technologies, Siemens pilot scenario will show the pathway to 

achieve it. 

Following is the snapshot of TSN setup in Siemens scenario of Pilot 1. 
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KPI 1.1.5 Number of old equipment units turned on actionable 

aerOS nodes 

Table 27:KPI 1.1.5 Number of old equipment units turned on actionable aerOS nodes 

KPI ID number 

and partner resp. 

KPI 1.1.5 

KPI Name Number of old equipment units turned on actionable aerOS nodes 

Description Devices that are incorporated into the aerOS continuum enabled by the Meta-OS 

Motivation The operation of high-performance algorithms and highly efficient data transaction 

mechanisms depends on edge, IoT and cloud devices to orchestrate effectively the 

different services of the hyper distributed application workflows. 

Target value 20 

Prerequisites aerOS self-components installed in an IE, and the IE integrated in a domain providing 

information and being able to accept workloads. 
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aerOS 

components (task) 

The minimum aerOS core services, namely, LLO (T3.3), Self-* (T3.5), Context Broker 

(T4.2) 

Evaluation means KPI leader (INNO) addressed the different aerOS pilots about the old equipment units 

that have become in new aerOS nodes. An internal description per pilot, including 

technical specifications, will be included within this table. The evidence of their use 

will be presented in D5.4. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) N/A 

46 identified. The 6 IEs 

from Pilot5 up-and-

running (30%) 

67 devices (335%) 

Outcome 

elaboration (M38) 

The number of devices varies significantly between pilots: 

Pilot 1: 19 devices 

• SIPBB (Scenario1) – 5 devices:  Quality control, Manual workstation, Smart 

conveyor, AGV, PCB THT-Soldering, SMC AMS). This is the hardware 

needed to integrate into aerOS and whose data must be collected. 

• INNOVALIA (Scenario2) - 0 devices: There is no old equipment expected 

now to be turn on thanks to aerOS within the scope of the project 

• SIEMENS (Scenario3) - 9 devices: 4 existing AGVs and 1 industrial PC have 

been transformed into aerOS devices. Regarding the testbed, 3 existing 

Raspberry Pi’s and 1 TSN switch were also converted into aerOS devices. 

• MADE&POLIMI (Scenario4) – 3 devices: MADE relies on their pre-existing 

on premise server. POLIMI relies on an existing Industrial PC and onboard PC 

of the AGV (the AGV was recently refurbished – addition of an SSD, new 

batteries, and upgrade from ubuntu 18.04). Considering AGV as old 

equipment there are 3. 

 

Pilot 2: 45 devices. Since the Cloud is public and out of context, is not considered. 

Within the Edge, decommissioned servers from another project are used. 

1x router node with following specification: 2 processors 12 core 2.3 GHz, 128 GB 

RAM, 2 x SSD Boot Disk 1TB 

1x control plane node with following specification: 2 processors 12 core 2.3 GHz, 

256 GB RAM, 2 x SSD Boot Disk 1TB 

37x compute nodes with following specification: 2 processors 12 core 2.3 GHz, 256 

GB RAM, 2 x SSD Boot Disk 120GB 
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3x storage nodes with following specification: 2 processors 12 core 2.3 GHz, 256 GB 

RAM, 2 x SSD Boot Disk 120GB 

1x network switch: Mellanox MSN3420 

2x network switch: Cisco Nexus 3048TP 

Pilot 3: 1 device. During the project, both the edge node and cloud node were 

procured to support the system architecture. The master node was repurposed from a 

previous project: 

Lenovo ThinkPad T14s Gen 2i with the following specifications: Intel Core i7-

1165G7 processor, 16 GB RAM, integrated Mesa Intel Xe Graphics (TGL GT2), 1 

Gbit/s Ethernet connectivity, 512 GB SSD, running Debian GNU/Linux 12 

(Bookworm) 

 

Pilot 4 - 0 devices: All the hardware equipment for Pilot 4 has been procured as new, 

so there is no equipment turned on thanks to aerOS. 

Pilot 5 – 4 devices: 3 AAEON UP-CHT01 boards (Up-boards) used as IOT GWs (9 

years old based on the age of the *processor* - Intel Atom x5-Z8350 @ 1.44 GHz) and 

1 HP ProLiant DL380 Gen10 server used as an ESXi host to spawn VMs (8 years 

old based on the age of the *processor* - Intel Xeon Gold 6152 @ 2.11 GHz) 

 

KPI 1.1.6 Consistency of deployment compared to app blueprints 

Table 28: KPI 1.1.6 Consistency of deployment compared to app blueprints 

KPI ID number 

and partner resp. 

KPI 1.1.6 

KPI Name Consistency of deployment compared to app blueprints 

Description This KPI measures how consistent the consecutive deployments of the application 

compared its specified blueprint (TOSCA). 

Motivation The orchestration system is an autonomous system. It is important that this system 

keeps consistent its automatic deployments with respect to the blueprint and doesn’t 

require manual oversight. 
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Target value >95% 

Prerequisites aerOS installation ready in the concerned domains 

aerOS 

components (task) 

 HLO (T3.3), LLO (T3.3), Management Portal (T4.6). 

Evaluation means Manual test of the applications by pilots and observability tools, such as K9s, for 

deployments verification. For now, only manual tests have been done on the 

application mid-review demonstration. With continuous integration of the pilots, more 

data will be collected, and more observability tools will be integrated as part of the test. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

N/A 100% (105% of the target 

value – 95%) 

100% (105% of the target 

value – 95%) 

Outcome 

elaboration (M38) 

In all deployments, Infrastructure Element (IE) selection respected the mode defined 

in the blueprint: in manual cases, specific IEs were directly chosen; in semi-automated 

cases, user constraints guided the orchestrator’s choice; and in automated cases, the 

orchestrator evaluated availability and host capabilities (CPU architecture, realtime 

support, memory, CPU usage limits, energy or domain constraints) before assigning 

the component. At runtime, each service component was instantiated from the declared 

container image and repository, with the specified environment variables correctly 

injected. Networking behavior matched blueprint requirements: ports were exposed or 

kept internal as defined, and where overlays were requested, isolated networks were 

created to link components while preserving external exposure rules. Multi-component 

and multi-domain deployments were handled consistently, with inter-component 

connectivity, overlays, and policies provisioned exactly as described. 

Indicatively, we include below screenshots from a selected deployment—showing the 

TOSCA specification, pod descriptions, and overlay runtime configurations—to 

demonstrate full compliance with the blueprint. We have a service consisting of three 

service components and we ask for an overlay to provide a dedicated isolated network 

for them. The first (mongodb) asks to be deployed in one of 3 IEs and have a network 

port but not exposed out of the overlay, the second (amf-crawler) set some IEs 

requirements and lets the continuum decide best placement (AI predictive process 

inlcuded) and also has an environment variable for configuring mongdb access and the 

third (NEF AP) sets IE requirements but also limits candidate IEs in one domain (OTE 

domain), additionally it requires to expose an access port for its API and sets a lot of 

environment variables. 
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So now we expect to validate these requirements and do so by displaying the services 

deployment to be accurate (k9s) and respecting all TOSCA descriptions (pod 

description, and Orion-LD hosting IE capabilities) and have a network overlay for 

dedicated and isolated connectivity. The following screenshots provide evidence of 

these. 

• amf_crawler, service component placement (port created, environment 

variable created, image selected, wg client sidecar created) and 

compliance of IE selected (one out of 3 indicated) 



D5.6 – Technical evaluation, validation and assessment report (2) 

 

189 

 



D5.6 – Technical evaluation, validation and assessment report (2) 

 

190 

 

• mongodb, service component placement (port created, image selected, wg 

client sidecar created) and compliance of IE selected (respecting restraints) 
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• nef, service component placement (port exposed, evn variables set, image 

selected, wg client sidecar created) and compliance of IE selected 

(respecting restraints and also located in OTE domain) 
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• Overlay configuration (server conf and registered peers in both wg and 

dnsmasq) and wireguard handshakes. 

 

 

 

• Ping from component to component over network overlay resolving 

service components names 
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The same results were observed in all pilot deployments; in particular, the complex 

service deployments presented in KPI 1.1.1 fully validated this, as they spanned 

manual, semi-automated, and automated placements, local and cross-domain 

deployments, NodePort exposure, and overlay creation. 

aerOS Data Fabric  

KPI 1.2.1 Full support for data pipelines in all use cases (incl. open 

calls), identified through requirements elicitation (KVI-5.1) 

 

Table 29: KPI 1.2.1 Full support for data pipelines in all use cases, identified through requirements elicitation (KVI-

5.1) 

KPI ID number 

and partner resp. 

KPI 1.2.1 

KPI Name Full support for data pipelines in all use cases (incl. open calls), identified through 

requirements elicitation 

Description aerOS Data Fabric exposes configurable tools that are used to build data transit and 

transformation workflows (data pipelines). This KPI measures the coverage of 

pipelines, that are prepared within the project, and required by the use-cases. 

Motivation Verification of the Data Fabric tools, that support the creation of data pipelines in 

practice. 

Target value >50% scenarios 

Prerequisites Data Product Manager and Data Product Pipeline components have been implemented 

and deployed. 

aerOS 

components (task) 

Semantic Annotator, Semantic Translator (T4.1), Data Fabric (T4.2) 
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Evaluation means One of the aerOS basic goals is to provide flexibility and adequacy in handling the data 

pipelines that may be encountered in its applications. To verify that this is achievable, 

data pipelines required by the use-cases (and open-callers) have been specified, 

configured and created using aerOS Data Fabric and associated tools. 

Components such as the DB Connector, Semantic Annotator, the Semantic Translator, 

and the RDF to NGSI-LD serializer are used to construct data processing  pipelines 

within the Data Fabric. These components allow for the convenient definition of data 

processing steps that lead from potentially unstructured input data to semantically 

annotated output data offered to Data Fabric users/customers. 

 

By taking advantage of its modular architecture and the flexibility of the data handling 

mechanisms it offers, as well as the comprehensive support already available for the 

most commonly used data formats, Data Fabric have met these requirements. The 

evaluation process, while somewhat “binary” in nature, has been conducted at all 

stages of pilots (and open calls) development. It has been applied to all scenarios where 

there was a need to create and handle data pipelines. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
N/A 0 7/12 scenarios (58%) 

Outcome 

elaboration (M38) 

All 12 use cases by employing the fundamental aerOS infrastructure leverage the Data 

Fabric mechanisms within the context of LLO or HLO, for instance. However, some, 

such as three of the four use cases of Pilot 1 and both use cases of Pilot 4, found no 

application for Data Fabric due to the specific nature of the problems they solve. 

In Pilot 1.1, the semantically annotated data includes energy-related information such 

as the power consumption and CO₂ footprint of the production line's various 

components. It also offers parameters measured by the machines themselves, including 

temperature and humidity. The JSON-LD data is produced directly via Node-RED 

components and sent to the JSON-LD context broker. The two Pilot 2 use cases offer 

semantically annotated data coming from a dedicated weather station and energy 

sensors connected to a variable power source (Photovoltaic panels),  using directly the 

Orion-LD context broker. 
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Rysunek 1: Pilot 2 power prediction NGSI-LD message 

Pilot 3 use cases explicitly employ Data Fabric for their internal needs, but do not offer 

semantically annotated data sources externally. Among the semantically annotated 

data sources are: vehicle location data, field condition data, and vehicle operation data, 

The use cases of Pilot 5 demonstrate the full potential of Data Fabric; they both offer 

and consume a wide range of semantically annotated data sources and define and utilize 

semantic data pipelines. 
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Rysunek 2: Pilot 5 Orion-LD data products 

In total, Pilot 5 creates eleven (11) data pipelines through the Data Fabric. All of these 

pipelines play an important role in the exchange of messages between various Pilot 5 

application components. Based on the exposed data the management system for the 

“energy efficient, health-safe and sustainable smart building” can monitor, control, and 

predict different health parameters for its rooms. 

KPI 1.2.2 Semantic and syntactic interoperability between all data 

producers and consumers in all use cases (KVI-5.2) 

Table 30: KPI 1.2.2 Semantic and syntactic interoperability between all data producers and consumers in all use cases 

(KVI-5.2) 

KPI ID number 

and partner resp. 

KPI 1.2.2 

KPI Name Semantic and syntactic interoperability between all data producers and 

consumers in all use cases 

Description To achieve interoperability when exchanging data all participants, data producers and 

data consumers must understand the data. This KPI ensures, that the data is useful for 

producers and consumers, through either usage of a common syntax and semantics 

from the get-go, or by applying data transformations. 

Motivation Semantic and syntactic interoperability of data for aerOS Data Fabric. 

Target value >50% scenarios 

Prerequisites Data Product Manager and Data Product Pipeline components have been implemented 

and deployed. 
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aerOS 

components (task) 

Semantic Annotator, Semantic Translator (T4.1), Data Fabric (T4.2) 

Evaluation means The scenario/use case is considered applicable for semantic and/or syntactic 

interoperability as long as the Data Fabric and the necessary tools (such as the DB 

Connector, Semantic Annotator, Semantic Translator, and/or the RDF to NGSI-LD 

serializer) for defining specific data pipelines are deployed, and a data producer and 

consumer are connected. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
N/A N/A 7/12 scenarios (58%) 

Outcome 

elaboration (M38) 

 All 12 use cases employ the fundamental aerOS infrastructure and leverage Data 

Fabric-based mechanisms within the context of LLO or HLO. Seven of the use cases 

offer semantically annotated data and use the Orion-LD context broker, including the 

Pilot 1.1 and  two Pilot 2 use cases.  The Pilot 3 use cases explicitly employ the Data 

Fabric for internal purposes, but they do not offer externally accessible, semantically 

annotated data sources. The Pilot 5 use cases demonstrate the full potential of aerOS's 

syntactic and semantic interoperability mechanisms by offering and consuming 

semantically annotated data sources and by defining and utilizing eleven (11) semantic 

data pipelines through the aerOS Data Fabric. 

 

KPI 1.2.3 Reference implementation for a data infrastructure 

supporting full user-control in the definition of data sources, 

consumers and flows (KVI-5.3) 

Table 31: KPI 1.2.3 Reference implementation for a data infrastructure supporting full user-control in the definition 

of data sources, consumers and flows (KVI-5.3) 

KPI ID number 

and partner resp. 

KPI 1.2.3 

KPI Name Reference implementation for a data infrastructure supporting full user-control 

in the definition of data sources, consumers and flows of deployment compared to 

app blueprints 

Description Number of aerOS use cases that have followed the standard Linked Open Terms (LOT) 

methodology for ontology development. 

Motivation Ontologies enable integrating data in the knowledge graph that implements the Data 

Fabric (i.e., the data infrastructure). 

Target value >=3 

Prerequisites Ontology has been developed following the guidelines defined by the LOT 

methodology. 
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aerOS 

components (task) 

Semantic Annotator (T4.1), Data Fabric (T4.2) 

Evaluation means The resulting ontology must be available in a GitLab repository, where the following 

ontology artifacts as recommended by the LOT methodology: 

• Ontology requirements (in CSV format) 

• Ontology diagram (based on Chowlk notation, created using draw.io tool) 

• Ontology code (OWL code programmed and validated with Protégé tool) 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
0 2 (66%) 3 (100%) 

Outcome 

elaboration (M38) 

Three use cases have been identified, namely, aerOS Continuum, aerOS Building, and 

the aerOS Data Catalog. The respective ontologies for these use cases have been 

development according to LOT methodology guidelines and recommended tools. The 

resulting ontologies are available on separate repositories in aerOS GitLab, including 

the ontology artifacts mentioned above. 

 

Continuum Ontology 

GitLab repository: https://gitlab.aeros-project.eu/wp4/t4.1/aeros-continuum 

The following snapshot depicts the structure of the GitLab repository for the aerOS 

Continuum. 

 

Building Ontology 
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GitLab repository: https://gitlab.aeros-project.eu/wp4/t4.1/pilot-5-building-ontology 

The following snapshot depicts the structure of the GitLab repository for the aerOS 

Building Ontology. 

 

Data Catalog Ontology 

GitLab repository: https://gitlab.aeros-project.eu/wp4/t4.1/data-catalog-ontology 

The following snapshot depicts the structure of the GitLab repository for the aerOS 

Data Catalog Ontology. 
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KPI 1.2.4 # of data sovereignty initiatives 

Table 32: KPI 1.2.4 # of data sovereignty initiatives 

KPI ID number 

and partner resp. 

KPI 1.2.4 

KPI Name # of data sovereignty initiatives 

Description Data sovereignty initiatives refer to efforts, policies, and frameworks with the main 

goal of ensuring data is subject to the laws and governance structure of where it is 

collected or processed. This KPI quantifies the number of data sovereignty initiatives 

that influence aerOS components. 

Motivation Data sovereignty is crucial to facilitate data sharing and trusted data transaction 

ensuring effective data usage control in distributed environments. The number of data 

sovereignty activities enhances the fidelity of AI models and effectiveness of 

autonomous control loops. 

Target value 5 

Prerequisites N/A 

aerOS 

components (task) 

N/A 

Evaluation means By tracking and reporting every data sovereignty in which aerOS partners have actively 

contributed. A valid initiative is considered each action that directly helps handling 
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complies with regulations or legal issues, increasing control over the data and 

protecting it from unauthorized access 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
0 9 (180%) 9 (180%) 

Outcome 

elaboration (M38) 

Software/components/applications that enable sovereignty: 
• Blueprint: 1 - DSSC v1.0: 

• Data Sovereignty Policy Management: 1 – ODLR 

• Data Space Communication Protocol: 1 - IDSCP 2.0 

• Data Space Connector Supported: 2 – DSC, EDC 

• Data Catalogue: 1 – DCAT-AP 

• ID Management system: 1 – DAPS 

• Certificate Authority: 1 – X.509 

• Digital Twin & Data Models: 1 – OPC-UA 

Work in progress 
• Data Space Interoperability: DSP (ISO/IEC JTC 1/SC 38) 

• Data Space Compatibility: 1 Eclipse TCK 

Further information on the enablers (software/components/applications) of sovereign 

data space related/due to aerOS can be found 
• https://gaia-x.eu/ 

• https://bdva.eu/ 

• https://www.fiware.org/ 

• https://dssc.eu/ 

https://internationaldataspaces.org/ 

 

KPI 1.2.5 aerOS data models in open markets 

Table 33: KPI 1.2.5 aerOS data models in open markets 

KPI ID number 

and partner resp. 

KPI 1.2.5 

KPI Name aerOS data models in open markets 

Description Number of data models used in aerOS publicly available to the open-source 

community. 

Motivation Promotion of open data models targeting the IoT-Edge-Cloud continuum for 

improving interoperability. 

Target value 5 

Prerequisites Ontology artifacts, namely, requirements list, diagram, code, and documentation, 

available in the respective GitLab repository. 

aerOS 

components (task) 

Semantic Annotator (T4.1), Data Fabric (T4.2) 

https://dssc.eu/space/News/blog/381878275/Introducing+Blueprint+1.0%3A+the+evolution+of+Data+Spaces
https://docs.gaia-x.eu/technical-committee/architecture-document/23.10/context/
https://docs.internationaldataspaces.org/ids-knowledgebase/v/ids-g/communication/protocols/idscp2
https://internationaldataspaces.org/wp-content/uploads/dlm_uploads/IDSA-Data-Connector-Report-7_May-2023-3.pdf
https://projects.eclipse.org/projects/technology.edc
https://op.europa.eu/es/web/eu-vocabularies/dcat-ap
https://docs.internationaldataspaces.org/ids-knowledgebase/v/ids-ram-4/layers-of-the-reference-architecture-model/3-layers-of-the-reference-architecture-model/3_5_0_system_layer/3_5_1_identity_provider
https://en.wikipedia.org/wiki/X.509
https://github.com/akselov/digital-twin-opcua
https://internationaldataspaces.org/iso-standard-on-data-spaces-officially-registered/
https://projects.eclipse.org/projects/technology.dataspacetck
https://gaia-x.eu/
https://bdva.eu/
https://www.fiware.org/
https://dssc.eu/
https://internationaldataspaces.org/
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Evaluation means The ontology must be publicly available, exposing an online documentation based on 

the WIDOCO tool4. Additionally, following LOT methodology best practices, the 

namespace URI of the ontology must be registered under the open w3id.org domain5 

and an entry of the ontology must be created in the Linked Open Vocabularies (LOV)6 

service for improved discoverability by the open-source community. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
N/A 2 (40%) 4 (80%) 

Outcome 

elaboration (M38) 

All the ontologies developed in aerOS, namely, the aerOS Continuum Ontology, the 

aerOS Building Ontology, and the aerOS Data Catalog Ontology have been published 

publicly online, using WIDOCO tool and registered under the w3id.org domain. 

 

Additionally, the ontologies have been registered in the LOV service, as shown in the 

following figures: 

 

4 https://github.com/dgarijo/Widoco 
5 https://w3id.org 
6 https://lov.linkeddata.es/dataset/lov 
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Finally, the online documentation for each ontology can be found in the following 

links: 

• Continuum Ontology: https://w3id.org/aerOS/continuum# 

https://w3id.org/aerOS/continuum
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• Building Ontology: https://w3id.org/aerOS/building# 

• Data Catalog Ontology: https://w3id.org/aerOS/data-catalog# 

The value achieved in this KPI (3) reflects a methodological decision rather than a 

technical limitation. While the original target was to publish 5 ontologies, during the 

project execution priority was given to the quality and relevance of the outputs rather 

than their quantity. 

Specifically, ontologies were developed for those pilots where data were modeled 

through the Data Fabric approach, and in those scenarios where semantic 

representation provided clear added value. This ensured that the ontologies complied 

with the required standards following the LOT methodology and best practices for 

publication (documentation with WIDOCO, namespace registration under w3id.org, 

and inclusion in LOV for discoverability). 

Therefore, the final outcome (3 ontologies) represents a set of high-value, contextually 

relevant ontologies aligned with the project’s objectives, instead of meeting the 

quantitative target at the expense of applicability or relevance. 

KPI 1.2.6 Semantic annotation support for commonly used data 

format 

Table 34: KPI 1.2.6 Semantic annotation support for commonly used data format 

KPI ID number 

and partner resp. 

KPI 1.2.6 

KPI Name Semantic annotation support for commonly used data formats 

Description Semantic annotation component transforms “raw data” into NGSI-LD based on 

specific annotation rules. This KPI will measure the number of data formats that aerOS 

can transform into NGSI-LD. 

Motivation Data-level semantic interoperability and support for the unified data handling within 

aerOS Data Fabric. 

Target value >=3 

Prerequisites Data Product Manager and Data Product Pipeline components have been implemented 

and deployed. 

aerOS 

components (task) 

Semantic Annotator (T4.1), Data Fabric (T4.2) 

Evaluation means The evaluation of the KPI is based on the number of “raw” data formats supported by 

the Semantic Annotator. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
N/A 3 (100%) 3 (100%) 

https://w3id.org/aerOS/building
https://w3id.org/aerOS/data-catalog
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Outcome 

elaboration (M38) 

Current implementation of the Semantic Annotator supports 3 widely used “raw data” 

formats: XML, CSV, and JSON. The REST configuration interface of the Semantic 

Annotator, based on Swagger, is shown in the following figure. 

  

The first example demonstrates annotation of JSON-based “personal data”. In the pro-

cess, the Semantic Annotator utilizes annotation rules (depicted on the left and ex-

pressed in CARML format) telling how to transform the “raw data” into its semantic 

counterpart. 

In the second example, the tool is used to semantically annotate a series of CSV-en-

coded “measurement data” coming from a temperature sensor. 
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The last example presents annotation of XML-based data coming from the same tem-

perature sensor. 

 

 

KPI 1.2.7 % data sources from aerOS scenarios to be semantically 

annotated and exposed via Data Fabric 

Table 35: KPI 1.2.7 % data sources from aerOS scenarios to be semantically annotated and exposed via Data Fabric 

KPI ID number 

and partner resp. 

KPI 1.2.7 

KPI Name % data sources from aerOS scenarios to be semantically annotated and exposed 

via Data Fabric 
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Description Data ingested/manipulated by aerOS and expressed in NGSI-LD needs to use formal 

semantic models. This will enable semantic harmonization for heterogeneous data 

sources. 

Motivation To achieve data shareability in aerOS. 

Target value >50% scenarios 

Prerequisites Data Product Manager and Data Product Pipeline components have been deployed. 

aerOS 

components (task) 

Semantic Annotator, Semantic Translator (T4.1), Data Fabric (T4.2) 

Evaluation means The evaluation takes into account the use cases which create/offer data and verifies if 

the data is properly served as NGSI-LD through aerOS Data Fabric. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

>20% scenarios >45% scenarios (90%) >50% scenarios (100%) 

Outcome 

elaboration (M38) 

In aerOS, data shareability is achieved through semantically annotated data pipelines 

offered via the Data Fabric infrastructure, and exposed through the Context Broker. 

Methods and tools for defining these pipelines are available to aerOS users, and seven 

of the twelve aerOS use case scenarios directly incorporate their use. Pilot 1.1 directly 

exports production line monitoring data as JSON-LD through the Orion-LD Context 

Broker. Also Pilot 2 provides its data (based on Kepler metrics, describing power 

consumption, resource utilization, and predicted availability of green energy) through 

the Context Broker. Pilot 5 involves two kinds of data sources – with data that 

originates either from MySQL database or MQTT broker. It offers environmental 

parameters taken from sensors located in a smart building (such as temperature, 

humidity, pressure, or air quality). Additionally, based on the data coming from 

sensors, various monitoring, forecasting, recommendation/optimization data is made 

available. All the data sources are semantically annotated and exposed via Data Fabric. 

KPI 1.2.8 Support for multiple types of data sources 

Table 36: KPI 1.2.8 Support for multiple types of data sources 

KPI ID number 

and partner resp. 

KPI 1.2.8 

KPI Name Support for multiple types of data sources 

Description The Data Fabric can support the ingestion of data from data sources based on different 

protocols and data formats such Files, RDBMS, Kafka or MQTT 

Motivation Demonstrates how the Data Fabric can cope with the heterogeneity of the continuum 

Target value >=3 
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Prerequisites The Data Product Manager and Data Product Pipeline components have been 

implemented and deployed in a scenario with multiple heterogenous data sources. 

aerOS 

components (task) 

Semantic Annotator (T4.1), Data Fabric (T4.2) 

Evaluation means Data Fabric’s support for a specific type of data source is validated when the data 

product owner can onboard a data product for such data source type and the Data Fabric 

builds a pipeline that retrieves raw data and eventually stores it in the NGSI-LD 

Context Broker. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

0 2 (66%) 4 (133,33 %) 

Outcome 

elaboration (M38) 

There is a total of four (4) types of data sources supported in the aerOS Data Fabric: 

batch (remote files and relational databases); and streaming (Kafka and MQTT). The 

integration and extension of the Morph-KGC component has provided support for 

batch data sources. In the same way, the integration of the Semantic Annotator has 

provided support for streaming data sources. Hence, the Data Product Manager REST 

API has been extended to enable the onboarding of data products based on these types 

of data sources. 

The following snapshot depicts the documentation of the REST API to onboard batch 

data products from relational databases data sources: 

 

The following snapshot depicts the documentation of the REST API to onboard batch 

data products from remote files data sources: 



D5.6 – Technical evaluation, validation and assessment report (2) 

 

211 

 

The following snapshot depicts the documentation of the REST API to onboard 

streaming data products from Kafka data sources: 

 

The following snapshot depicts the documentation of the REST API to onboard 

streaming data products from MQTT data sources: 
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KPI 1.2.9 Data pipeline latency for data integration 

Table 37: KPI 1.2.9 Data pipeline latency for data integration 

KPI ID number 

and partner resp. 

KPI 1.2.9 

KPI Name Data pipeline latency for data integration 

Description The latency added by the Data Fabric when integrating from raw data into the 

knowledge graph 

Motivation High latency would limit the adoption in near real-time use cases 

Target value <1 s 

Prerequisites Data Product Pipeline components implemented and deployed in a scenario with a data 

source like MySQL. 
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aerOS 

components (task) 

Semantic Annotator (T4.1), Data Fabric (T4.2) 

Evaluation means Using a custom developed tool, the end-to-end latency of a data product pipeline 

executed in the Data Fabric is measured. The total latency comprises the latencies 

introduced by the following steps: 

• Semantic annotation (t1) 

• RDF to NGSI-LD translation (t2) 

Therefore, the latency formula looks as follows: t=t1+t2 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

N/A N/A 0,40 + 0,04 = 0,44 (144%) 

Outcome 

elaboration (M38) 
Semantic annotation (t1) 

The experiments were designed to isolate latency of the Annotator itself, i.e. measure 

it without the added broker latency. Messages were generated with random size and 

grouped in batches of 20 messages sent at a time. 

 

Two configurations were tested - a single channel (20 messages per batch), and 2 

parallel channels (40 messages in a batch, but split in 2, thus, 20 per channel). The 

following table captures the results obtained for each configuration: 

Metric 1 channel 2 channels 

count 20 40 

average 5.95 4 

Max 15 10 

Min 4 2 

Median 5 3 

Mode 4 3 

In summary, the measured latency was 5,95 and 4 on average, and the median was 5 

and 3. All measurements are represented in milliseconds. 

RDF to NGSI-LD translation (t2) 

The latencies present during the ingestion of raw data in the mapping engine (e.g., 

Morph-KGC) as well as the materialization of the resulting NGSI-LD data in the 

NGSI-LD Context Broker. 

Regarding the RDF to NGSI-LD translation, the testing environment has been i7 with 

20 cores and 64Gb or RAM, each test consist of reading 30000 RDF triples in a Red 

Panda queue (the data is previously stored in Red Panda queues, so the writing does 

not interfere with the processing of the messages) and measuring the time that each 

message takes from its read from the queue until it is confirmed by the Orion-LD – 

Latency per message. 

Regarding the latency in RDF to NGSI-LD translation, including communications with 

NGSI-LD Broker (bear in mind that more than one request to the broker can be done 
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per RDF file), these are the observed measurements in seconds: 

1 Core 

Mean:0.04 

Median: 0.04 

25th percentile: 0.03 

75th percentile: 0.04 

90th percentile: 0.05 

95th percentile: 0.05 

99th percentile: 0.05 

Total TIME: 1256.58 => 23.87 RDFs/second 

 

 

2 Cores: 

Mean: 0.03 

Median: 0.03 

25th percentile: 0.03 

75th percentile: 0.04 

90th percentile: 0.04 

95th percentile: 0.04 

99th percentile: 0.05 

Total TIME: 521.29  => 57.5 RDFs/second 
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5 Cores: 

Mean: 0.04 

Median: 0.04 

25th percentile: 0.03 

75th percentile: 0.04 

90th percentile: 0.04 

95th percentile: 0.05 

99th percentile: 0.05 

Total TIME: 223.09  => 134.47 RDFs/second 

 

15 Cores: 
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Mean: 0.04 

Median: 0.05 

25th percentile: 0.03 

75th percentile: 0.05 

90th percentile: 0.06 

95th percentile: 0.06 

99th percentile: 0.06 

TIME: 87.84 =>   => 341.53 RDFs/second 

 

20 Cores 

Mean: 0.10 

Median: 0.10 

25th percentile: 0.09 

75th percentile: 0.12 

90th percentile: 0.13 

95th percentile: 0.13 

99th percentile: 0.15 

TIME: 154.59   => 194.06 RDFs/second 
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As we can see, the latency per message is quite stable if the number of cores devoted 

to the translator is equal or less than 75% of the physical cores in the testing server. --

- It is empirically observed that if we configure the translator to work with more than 

75% of cores, the performance degrades. The best times has been observed using 15 

cores of 20 available. 

KPI 1.2.10 Simultaneous data pipeline execution 

Table 38: KPI 1.2.10 Simultaneous data pipeline execution 

KPI ID number 

and partner resp. 

KPI 1.2.10 

KPI Name Simultaneous data pipeline execution 

Description Maximum number of concurrent data pipelines running in the Data Fabric with 

guaranteed performance. 

Motivation The Data Fabric is expected to simultaneously handle multiple data flows. 

Target value 5 

Prerequisites Data Product Manager and Data Product Pipeline components implemented and 

deployed in a scenario with multiple batch data sources like MySQL or streaming data 

sources like Kafka. 

aerOS 

components (task) 

Semantic Annotator (T4.1), Data Fabric (T4.2) 

Evaluation means The Data Product Manager must handle the lifecycle of data product pipeline that 

ingest and integrate data from multiple data sources. To do so, the management of data 
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products by data owners is enabled via a REST API implemented in the Data Product 

Manager. A preliminary version of this REST API is documented in the official aerOS 

documentation: 

https://docs.aeros-

project.eu/en/latest/data/fabric/data_product_manager.html#interacting-with-the-

data-product-manager 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

N/A N/A 15 (300 %) 

Outcome 

elaboration (M38) 

The data product lifecycle management feature in the Data Product Manager enables 

the creation, retrieval and deletion of data products, as depicted in the following figure, 

taken from Swagger UI (REST API documentation): 

 

The Data Product Manager stores metadata of all onboarded data products in a 

MongoDB collection. In the following picture, a query to count the number of 

onboarded data products in Pilot 5’s application domain is depicted: 

 

As it can be seen, 15 data products were onboarded, with their corresponding pipelines 

working in parallel. 

Finally, in the following snapshot, metadata of one data product is depicted as retrieved 

from the REST API (cropped to fill): 

https://docs.aeros-project.eu/en/latest/data/fabric/data_product_manager.html#interacting-with-the-data-product-manager
https://docs.aeros-project.eu/en/latest/data/fabric/data_product_manager.html#interacting-with-the-data-product-manager
https://docs.aeros-project.eu/en/latest/data/fabric/data_product_manager.html#interacting-with-the-data-product-manager
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aerOS service fabric 

KPI 1.3.1 Number of VNF/NetApps to improve performance and 

self-* network reconfiguration (KVI-2.3) 

Table 39: KPI 1.3.1 Number of VNF/NetApps to improve performance and self-* network reconfiguration (KVI-2.3) 

KPI ID number 

and partner resp. 

KPI 1.3.1 

KPI Name Number of VNF/NetApps to improve performance and self-* network 

reconfiguration 
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Description The use of VNFs (or Network Apps as defined in 3GPP) aims at improving the 

performance of the self-configuration of the network. This is achieved by interfacing 

each Network App on the one hand with the native APIs of the 5G network, and, on 

the other hand with application itself through business APIs, enhancing either the 

performance of the service provision or the network configuration itself. This KPI 

follows the paradigm of the 3GPP SA6 standardisation activities, where specific 

Network Apps are realized as Vertical Application Enablers (VAEs), improving the 

performance for supporting services of vertical industries, or the network 

configuration. 

Motivation The higher the number that a specific application or service is interfacing with 

NetApps, the more innovative the specific application/service is becoming, because it 

integrates features that are not currently available or possible with a simple OTT 

provision approach. 

Target value > 6 Services/Applications that are interfacing with at least one NetApp 

Prerequisites aerOS domain set up complete with at least one IE connected over 5G network. 

aerOS 

components (task) 

Ingress (T3.1), TLS (T3.1), HLO (T3.3), LLO (T3.3), API Gateway (T3.4), Data 

Fabric (T4.2) 

Evaluation means Logs showing 5G metrics (QoS and GPS location) exposed in aerOS Data Fabric will 

be monitored and presented. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

N/A 3 (50%) 6 (100%) 

Outcome 

elaboration (M38) 

In D5.5, three Network Applications (NetApps) were validated within the MVP phase, 

interfacing with aerOS services on top of the 5G vehicle in the NCSRD domain. These 

included the provision of QoS and GPS location data to the Command and Control 

(C2) and Visualization applications, as well as integration with Orion-LD for data 

dissemination across the continuum. 

Building on this foundation, the current deliverable (D5.6) extends the validation to 

six active NetApps deployed across the pilots. Two additional VNFs — NEF Event 

Monitoring and AsSessionWithQoS — were deployed on aerOS and integrated with 

the 5G core through native NEF APIs, also exposed via OpenCAPIF for API 

discoverability. These components enable QoS management, mobility and event 

monitoring, and context-aware data exposure to aerOS and vertical applications. 

Furthermore, in Pilot 4, industrial straddle carriers connected to aerOS through 4G 

LTE-A routers (Teltonika RUT series) provide continuous telemetry and network 

visibility. This setup, integrated into aerOS’s monitoring framework, constitutes an 

additional monitoring-oriented Network Application supporting self-diagnosis and 

self-optimization in network communication. 

Together, these developments confirm that aerOS now hosts six validated Network 

Applications, enhancing performance and enabling self-* network reconfiguration 

across heterogeneous connectivity environments. 

 

MVP C2 over 5G 
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MVP visualization for vehicle status monitoring 

 
 

Deployment of NEF Event Monitoring and QoS VNFs 

 
 

CAPIF discovery of NEF APIs: 
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Teltonika LTE-A monitoring screenshots 
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KPI 1.3.2 Total services delivered by aerOS 

Table 40: KPI 1.3.2 Total services delivered by aerOS 

KPI ID number 

and partner resp. 

KPI 1.3.2 

KPI Name Total services delivered by aerOS 

Description This KPI refers to the total number of basic and auxiliary services that aerOS consists 

of and delivers respectively to the users. This collection of services provides to the 

aerOS users the capability to interact with the Data Fabric plane of the Meta-OS, 

allowing them to discover IoT data, to deploy a distributed service across the 

continuum and to manage the aerOS nodes that can join the continuum. 

Motivation This KPIs denotes the complexity of the aerOS Meta-OS, but at the same time reflects 

also the complexity of the defined Meta-OS in terms of features and services offered 

to the aerOS users towards realizing the IoT-edge-cloud continuum in its full potential. 

Target value > 50 aux and basic aerOS services deployed 

Prerequisites HW & Infrastructure integrated as aerOS IEs within aerOS domains 

aerOS 

components (task) 

All aerOS basic and auxiliary services from WP3 and WP4 

Evaluation means Every aerOS continuum leader will provide a list of the aerOS basic and auxiliary 

services that are deployed along all their inside domains. The number will be listed in 

D5.5, and D5.6. The proof of this list will be shown as K9s screenshots in D5.4 per 

pilot. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 
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Measured value 

(% achieved) 

N/A 20 (40%) > 100 (>200%) 

Outcome 

elaboration (M38) 

Already in D5.5 we reported that 20 aerOS services had been deployed as part of the 

MVP phase, including LLO/HLO, Orion-LD, Federator, the Self-* components, EAT, 

CI/CD (flux), CNI, Certification Manager, Ingress and LoadBalancer, Krakend, 

LDAP/IdM, and Management framework. 

This report now extends the validation to include the pilot deployments. As shown in 

the following table, services are classified into broader categories and the deployment 

status per pilot is indicated. Evidence of these deployments, including outputs from 

tools such as “kubectl get” and k9s, has already been presented in “D5.4 – Use cases 

deployment and implementation (2)” and is referenced here as proof of the 

deployments carried out at pilot sites. 

It should be noted that each pilot typically integrates more than one aerOS domain, and 

each domain includes the set of baseline services. For this reason, the cumulative 

service count represented in the table underestimates the actual deployment footprint. 

Based on the integration across all pilots, the total number of services delivered by 

aerOS is far above 50 (target value), which demonstrates both the scalability and 

maturity of the platform in supporting a wide range of functionality across the 

continuum. A rough but conservative estimation places the total number significantly 

beyond this threshold. 

 

This cumulative table demonstrates that deployments span all major service categories 

and pilots, with each pilot typically integrating multiple aerOS domains. As each 

domain brings a complete set of baseline services, the total number of services 

delivered across the continuum is conservatively estimated to exceed fifty, thereby 

confirming the achievement of the KPI. 



D5.6 – Technical evaluation, validation and assessment report (2) 

 

225 

KPI 1.3.3 # of successful CI/CD pipelines implemented in the 

project 

Table 41: KPI 1.3.3 # of successful CI/CD pipelines implemented in the project 

KPI ID number 

and partner resp. 

KPI 1.3.3 

KPI Name # of successful CI/CD pipelines implemented in the project 

Description The number of repositories that have successfully completed the Continuous 

Integration (CI) / Continuous Deployment (CD) test designed for the project. 

Motivation Successfully passing the CI/CD tests designed for the project leads to the conclusion 

that the developed code complies with the security and privacy requirements defined 

in the project and its correct functioning in the deployment environment. 

Target value >4 

Prerequisites Implementation of all the phases that were presented in the DevPrivSecOps 

methodology in D2.5. 

aerOS 

components (task) 

All aerOS software components are invited to implement the DevPrivSecOps 

methodology presented in deliverable D2.4 with the tools and guidelines provided in 

D2.5. 

Evaluation means The evaluation will assess whether all phases of the methodology have been 

successfully completed in the development of aerOS components. This can be seen in 

the GitLab pipeline of the repository, and all phases must be completed successfully 

(the tests of each phase must be completed successfully). 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

N/A 2 (50%) 7 (175%) 

Outcome 

elaboration (M38) 

Τhe full pipeline methodology has now been successfully implemented in seven aerOS 

components (seven repositories): 

 

Benchmark (link to the pipeline): 

 

https://gitlab.aeros-project.eu/wp4/t4.6/benchmark/-/pipelines/1595
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In this case it can be seen that the pipeline has a warning detected in the Image Scan 

stage that needs to be analysed and remediated. 

Federator (link to the pipeline): 

 

In this case it can be seen that the pipeline has a warning detected in the Image Scan 

stage that needs to be analysed and remediated. 

HLO (link to the pipeline): 

 

In this case it can be seen that the pipeline has a warning detected in the Image Scan 

stage that needs to be analysed and remediated. 

IdM (link to the pipeline): 

 

In this case it can be seen that the pipeline has a warning detected in the Image Scan 

stage that needs to be analysed and remediated. 

LLO (link to the pipeline): 

https://gitlab.aeros-project.eu/wp4/t4.6/aeros-federator/-/pipelines/1594
https://gitlab.aeros-project.eu/wp3/t3.3/hlo-allocator/-/pipelines/1611
https://gitlab.aeros-project.eu/wp3/t3.4/idm/-/pipelines/1473
https://gitlab.aeros-project.eu/wp3/t3.3/llo-k8s-operator-sdk/-/pipelines/1608
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In this case it can be seen that the pipeline has a warning detected in the Image Scan 

stage that needs to be analysed and remediated. 

Self-awareness (link to the pipeline): 

 

In this case it can be seen that the pipeline has a warning detected in the Image Scan 

stage that needs to be analysed and remediated. 

self-security (link to the pipeline): 

 

The CI/CD pipeline has been successfully completed, providing evidence that the code 

meets security and privacy needs. 

KPI 1.3.4 Number of different service components running in 

different domains that form functional services thanks to aerOS 

network components 

Table 42: KPI 1.3.4 Number of different service components running in different domains that form functional 

services thanks to aerOS network components 

https://gitlab.aeros-project.eu/wp3/t3.5/self-awareness/-/pipelines/1560
https://gitlab.aeros-project.eu/wp3/t3.5/self-security/-/pipelines/1429
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KPI ID number 

and partner resp. 

KPI 1.3.4 

KPI Name Number of different service components running in different domains that form 

functional services thanks to aerOS network components 

Description This KPI refers to the number of independent software components, which if unified 

under the same continuum structure, then altogether form a distributed service. 

Motivation This KPI is important because it quantifies the number of components that a continuum 

realization connects in order to form a distributed service provision, which without the 

existence of the Meta-OS would not have been possible. 

Target value At least 4 components to be interfaced for the realization of a pilot. 

Prerequisites At least 2 aerOS domains setups complete. 

aerOS 

components (task) 

Ingress (T3.1), TLS (T3.1), HLO (T3.3), LLO (T3.3), API Gateway (T3.4), Self-

configurator (T3.5), Data Fabric (T4.2) 

Evaluation means Screenshots, of management and reporting tools, which will explicitly show the 

deployment domains of service components. K9s will be used to provide evidence that 

service components are deployed beyond the borders of a single domain. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

N/A 2 (50%) 4 (100%) 

Outcome 

elaboration (M38) 

To validate this KPI, a distributed service was deployed across two aerOS domains, 

demonstrating the ability of aerOS to orchestrate and interconnect heterogeneous 

service components into a single, functional service over the continuum. The selected 

use case involves a network performance measurement service built on top of the 

iperf toolchain, chosen because of its ability to quantify network throughput and 

latency — key indicators of connectivity performance within aerOS-managed 

environments. 

The service consists of four distinct components: 

1. An iperf server hosted in Domain A, 

2. An iperf client hosted in Domain B, 

3. An orchestrator component exposing a REST API to start, stop, and retrieve 

measurement experiments, and 

4. An InfluxDB time-series database that receives and stores performance data, 

providing timeline-based visualization of network metrics. 

These components were deployed in two geographically separate aerOS domains and 

connected through an isolated overlay network managed by aerOS network services. 

The overlay is based on WireGuard tunnels, dynamically configured and secured 

through aerOS, ensuring seamless inter-domain communication among all service 
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components. Internal DNS resolution and configuration maps were automatically 

generated to maintain interconnectivity using overlay-specific hostnames. 

During validation, successful WireGuard handshakes, inter-component pings, and 

API calls confirmed that all four components interacted correctly through the overlay 

network, forming a unified distributed service. The orchestrator successfully 

triggered measurement sessions between the iperf agents, collected results, and stored 

them in the InfluxDB instance, proving that functional service composition across 

multiple domains is achieved through aerOS. 

This deployment validates that aerOS enables the creation and operation of multi-

domain functional services by abstracting network complexity, ensuring service-level 

communication, and supporting secure overlay creation. Through this experiment, 

four interdependent service components were effectively orchestrated and executed 

across two domains, verifying the KPI. 

Schematic of service topology 

 

 

k9s deployment screenshots — two components per domain 
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WireGuard overlay configuration and handshake logs confirm inter-domain tunnel 

establishment. 
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Ping and API call results verifying inter-component connectivity via overlay 

hostnames.

 

 

InfluxDB visualization of iperf measurement results (throughput timeline) 
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KPI 1.3.5 Different types of networks managed by aerOS in pilot 

deployment 

Table 43: KPI 1.3.5 Different types of networks managed by aerOS in pilot deployment 

KPI ID number 

and partner resp. 

KPI 1.3.5 

KPI Name Different types of networks employed by aerOS in pilot deployment 

Description This KPI refers to the number of heterogeneous networks that aerOS is homogenizing 

within the IoT-Edge-Cloud continuum, offering to the users a unified and homogeneous 

experienced, independently of the underlying network technology. 

Motivation This KPI quantifies that level of heterogeneity that that Meta-OS homogenizes and 

unifies under the same continuum. 

Target value At least 2 network accesses (e.g. 5G, LAN, WiFi, ZigBee). 

Prerequisites Computing resources integrated as IEs. 

aerOS components 

(task) 

CNI (T3.1) 

Evaluation means IE network layer and components reporting interface type and connectivity media used. 

Screenshots from within IEs explicitly stating their connectivity type will be provided. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

N/A 2 (100%) 7 (>300%) 
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Outcome 

elaboration (M38) 

In the MVP phase, already reported in D5.5, the IEs deployed within the NCSRD, CF, 

and UPV aerOS domains were interconnected through LAN, WiFi, and 5G network 

media. Evidence of these connections was provided in the form of topological diagrams 

and interface screenshots, demonstrating the diversity of network types managed by 

aerOS even at the early stage. 

The current report expands this validation to include the pilot deployments. The 

following table summarizes the different types of networks integrated by aerOS across 

the pilots, ranging from traditional LAN and WiFi to advanced connectivity technologies 

such as 5G, 4G, RFID for asset tracking, and IoT-oriented protocols like Zigbee and Z-

Wave. 

Pilot Networks Managed 

Pilot 1.1 LAN, WiFi 

Pilot 1.2 LAN, WiFi, 5G 

Pilot 1.3 LAN, WiFi 

Pilot 1.4 LAN, WiFi, RFID 

Pilot 2 LAN, WiFi 

Pilot 3 LAN, WiFi, 5G, 4G 

Pilot 4 LAN, 4G 

Pilot 5 LAN, WiFi, Zigbee, Z-Wave 

As in the previous KPI, detailed evidence of the network topologies, deployment 

configurations, and site photographs has already been presented in D5.4 – Use cases 

deployment and implementation (2) and is referenced here as proof. The consolidated 

table illustrates that aerOS has successfully managed a wide spectrum of heterogeneous 

network types across all pilot sites, far exceeding the baseline demonstrated during the 

MVP. This confirms aerOS’ ability to operate as a MetaOS for the continuum, capable 

of unifying and orchestrating connectivity across diverse network infrastructures. 

The results confirm that aerOS supports not only common LAN and WiFi connectivity, 

but also integrates 4G/5G, RFID-based tracking, and IoT-specific technologies such as 

Zigbee and Z-Wave, demonstrating its versatility in heterogeneous network integration 

aerOS cybersecurity and trust components 

KPI 1.4.1 Delivery of dedicated aerOS components as Open-Source 

SW for cybersecurity, privacy and trust (KVI-3.1) 

Table 44: KPI 1.4.1 Delivery of dedicated aerOS components as Open-Source SW for cybersecurity, privacy and trust 

(KVI-3.1) 

KPI ID number 

and partner resp. 

KPI 1.4.1 

KPI Name Delivery of dedicated aerOS components as Open-Source SW for cybersecurity, 

privacy and trust 

Description The process of making components of aerOS regarding cybersecurity, privacy and trust 

available to the public as open-source software. 



D5.6 – Technical evaluation, validation and assessment report (2) 

 

236 

Motivation By delivering dedicated aerOS components as open-source software focused on 

cybersecurity, privacy, and trust, the initiative likely aims to contribute to the broader 

tech community by providing robust tools for building more secure and trustworthy 

digital environments 

Target value 100% OSS services 

Prerequisites The integration of aerOS security, privacy and trust components in aerOS domain 

aerOS 

components (task) 

aerOS IDM (T3.4), aerOS Secure API Gateway (T3.4), Self-security (T3.5), Trust 

monitoring component (T4.5) 

Evaluation means All the cybersecurity services will make use of OSS licensing schemes (e.g., Eclipse, 

GPL, etc.). Moreover, to further boost the use of these tools by the community, the 

readme files and the aerOS official documentation of these services will include a brief 

guide about how to contribute to following releases. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

N/A 3 (75%) 4(100 %) 

Outcome 

elaboration (M38) 

Note: the following links and screenshots point to a Gitlab repo that is not yet available 

to the community. The elements will be uploaded to the Github account of the project, 

or will be part of the Open Source product ECLIPSE aeriOS before the date of the final 

review. 

• aerOS IDM (T3.4): https://gitlab.aeros-project.eu/wp3/t3.4/idm 

o License: Apache license, version 2.0 

o License/Readme file: https://gitlab.aeros-project.eu/wp3/t3.4/idm/-

/blob/main/LICENSE.txt?ref_type=heads 

 

• aerOS Secure API Gateway (T3.4): https://gitlab.aeros-

project.eu/wp3/t3.4/api-gateway 

o License: Unlicensed license 

o License/Readme file: https://gitlab.aeros-project.eu/wp3/t3.4/api-

gateway/-/blob/main/README.md?ref_type=heads 

 

https://gitlab.aeros-project.eu/wp3/t3.4/idm
https://gitlab.aeros-project.eu/wp3/t3.4/idm/-/blob/main/LICENSE.txt?ref_type=heads
https://gitlab.aeros-project.eu/wp3/t3.4/idm/-/blob/main/LICENSE.txt?ref_type=heads
https://gitlab.aeros-project.eu/wp3/t3.4/api-gateway
https://gitlab.aeros-project.eu/wp3/t3.4/api-gateway
https://gitlab.aeros-project.eu/wp3/t3.4/api-gateway/-/blob/main/README.md?ref_type=heads
https://gitlab.aeros-project.eu/wp3/t3.4/api-gateway/-/blob/main/README.md?ref_type=heads


D5.6 – Technical evaluation, validation and assessment report (2) 

 

237 

 

• aerOS Self-security (T3.5) https://gitlab.aeros-project.eu/wp3/t3.5/self-

security/-/tree/main 

o License: Unlicensed license 

o License/Readme file: https://gitlab.aeros-project.eu/wp3/t3.5/self-

security/-/blob/main/LICENCE.TXT 

 

 

• aerOS Trust Monitoring component (T4.5) https://gitlab.aeros-

project.eu/wp4/t4.5/trust-management 

o License: Apache license, version 2.0 

o License/Readme file: https://gitlab.aeros-project.eu/wp4/t4.5/trust-

management/-/blob/main/LICENSE?ref_type=heads 

o  

KPI 1.4.2 # scenarios with security, privacy and trust by design 

deployed (KVI-3.2) 

Table 45: KPI 1.4.2 # scenarios with security, privacy and trust by design deployed (KVI-3.2) 

KPI ID number 

and partner resp. 

KPI 1.4.2 

https://gitlab.aeros-project.eu/wp3/t3.5/self-security/-/tree/main
https://gitlab.aeros-project.eu/wp3/t3.5/self-security/-/tree/main
https://gitlab.aeros-project.eu/wp3/t3.5/self-security/-/blob/main/LICENCE.TXT
https://gitlab.aeros-project.eu/wp3/t3.5/self-security/-/blob/main/LICENCE.TXT
https://gitlab.aeros-project.eu/wp4/t4.5/trust-management
https://gitlab.aeros-project.eu/wp4/t4.5/trust-management
https://gitlab.aeros-project.eu/wp4/t4.5/trust-management/-/blob/main/LICENSE?ref_type=heads
https://gitlab.aeros-project.eu/wp4/t4.5/trust-management/-/blob/main/LICENSE?ref_type=heads


D5.6 – Technical evaluation, validation and assessment report (2) 

 

238 

KPI Name # scenarios with security, privacy and trust by design deployed (KVI-3.2) 

Description Quantifies the number of scenarios where principles of security, privacy, and trust have 

been integrated by design. 

Motivation This KPI tracks the implementation of these foundational principles from the earliest 

stages of development, ensuring that each deployment is inherently secure, respects 

user privacy, and is trustworthy 

Target value >50% scenarios 

Prerequisites The integration of aerOS security, privacy and trust components in aerOS domain 

aerOS 

components (task) 

aerOS IDM (T3.4), aerOS Secure API Gateway (T3.4), Self-security (T3.5), Trust 

monitoring component (T4.5) 

Evaluation means A checklist or matrix has been developed to monitor the integration of each security, 

privacy, and trust component across various scenarios. 

 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

N/A 0 scenarios (0%) 4 / 8 pilot scenarios (50%) 

Outcome 

elaboration (M38) 

At M38, four out of eight pilot scenarios (50%) have integrated the full set of aerOS 

security, privacy, and trust components (IDM, Secure API Gateway, Trust Monitoring, 

and Self-security). For pilots 1.1 and 1.4, we did not receive any feedback to confirm 

whether the target value of >50% scenarios has been reached. The integrated scenarios 

cover a wide range of domains including manufacturing, ports, energy, occupational 

safety, and building automation, confirming that security and trust-by-design 

principles are being validated in diverse real-world conditions. The remaining five 

scenarios are either in partial deployment or awaiting final partner contributions, with 

their absence reflecting deployment timelines rather than technical limitations. 
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KPI 1.4.3 Delivery of a DevPrivSecOps cookbook and good 

practices manual (KVI-3.3) 

Table 46: KPI 1.4.3 Delivery of a DevPrivSecOps cookbook and good practices manual (KVI-3.3) 

KPI ID number 

and partner resp. 

KPI 1.4.3 

KPI Name Delivery of a DevPrivSecOps cookbook and good practices manual (KVI-3.3) 

Description Cookbook to guide aerOS developers to implement the DevPrivSecOps methodology 

Motivation The DevPrivSecOps methodology designed in aerOS allows to guide the project 

developers (and the developer community) to develop secure and privacy aware code 

by design. 

Target value The project expects to produce 3 cookbooks in different formats: a DevPrivSecOps 

methodology definition report, a methodology implementation manual and an 

interactive GitLab guide with an example implementation. 

Prerequisites The only prerequisite is to have a code repository in the project's GitLab. 

aerOS 

components (task) 

This cookbook is used to help aerOS tool owners implement the DevPrivSecOps 

methodology designed and presented in D2.4 and D2.5. 

Evaluation means This KPI will be measured by the number of cookbooks that have been distributed to 

the consortium for this purpose. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M36 (Deliverable D5.6) 

Measured value 

(% achieved) 

N/A 2 (66%) 3 (100%) 

Outcome 

elaboration (M38) 

With the completion of the task T2.4, as the end of this task, the deliverable D2.5 has 

been generated the implementation guides of the DevPrivSecOps methodology, and 

the configuration and use guides of the tools selected to implement this methodology 
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have been added. Additionally 3 different cookbooks were generated in order to guide 

in the implementation of the methodology: 

A cookbook document has been generated and also a Read The Docs page has been 

generated with the implementation guidelines (https://docs.aeros-

project.eu/en/latest/methodology/index.html). 

The aerOS DevPrivSecOps cookbook document has been generated and it has been 

published in the project web page (https://aeros-project.eu/wp-

content/uploads/2024/07/aerOS_DevPrivSecOps_CB.pdf ). 

Finally, a video with an example of the implementation of the methodology has been 

generated and uploaded to the aerOS Youtube channel 

(https://youtu.be/38o_GrY8w_E?si=4106PNXORS1ZbNpH). 

KPI 1.4.4 % of users/device/services properly authenticated 

Table 47: KPI 1.4.4 % of users/device/services properly authenticated 

KPI ID number 

and partner resp. 

KPI 1.4.4 

KPI Name % of users/device/services properly authenticated 

Description The percentage of users/device/services properly authenticated through the aerOS 

identity management (IdM) service. 

Motivation Monitoring properly authenticated users’ device/services (provided they have 

submitted the correct credentials) allows to verify the correct functioning of the aerOS 

IdM. 

Target value > 95% 

Prerequisites The prerequisite for this KPI is to have Keycloak and OpenLDAP installed, configured 

and federated to share data between them. 

aerOS 

components (task) 

Keycloak and OpenLDAP (T3.4) 

Evaluation means To evaluate this KPI, the Keycloak database will be accessed where the record of 

authentication attempts and which of these attempts have been successful is stored. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
N/A 30/31 –> 96,77% (100%) 97,77% (accomplished) 

Outcome 

elaboration (M38) 

Target value achieved >95% in the aerOS pilots 

 

The percentage of users/device/services properly authenticated through the aerOS 

identity management (IdM) service. 

https://docs.aeros-project.eu/en/latest/methodology/index.html
https://docs.aeros-project.eu/en/latest/methodology/index.html
https://aeros-project.eu/wp-content/uploads/2024/07/aerOS_DevPrivSecOps_CB.pdf
https://aeros-project.eu/wp-content/uploads/2024/07/aerOS_DevPrivSecOps_CB.pdf
https://youtu.be/38o_GrY8w_E?si=4106PNXORS1ZbNpH
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The following tables describes the outcome. These tables are the result of executing a 

custom developed script over the aerOS continuum in all the pilots, to check the 

security and authentication setup. 

Pilot 1.1 97% 

Pilot 1.2 98,60% 

Pilot 1.3 95,20% 

Pilot 1.4 96,40% 

Pilot 2 99,99% 

Pilot 3 100% 

Pilot 4 95% 

Pilot 5 100% 

There was a requirement to enable login on IdM service to capture the data. Also, there 

was provided enough info to gather data from logs using a python script. 

The following script enhances and facilitates the process of capturing the values for 

the KPI 1.4.4 The main purpose of the script is: 

• Connects to a PostgreSQL database using the provided host, port, database 

name, user, and password. 

• Executes an SQL query to retrieve realm and user data from the user_entity 

and realm tables. 

• Saves the query results into a CSV file named realm_users.csv with headers 

included. 

• Executes another SQL query to retrieve all data from the event_entity table. 

• Exports the event query results into a CSV file named event_entities.csv. 

 

kpi_1.4.4_data_generator.py 

import psycopg2 
import csv 

 

# Configuración de la base de datos 
DB_HOST = 'XXX.XXX.XXX.XXX'          # Ejemplo: 'localhost' o '192.168.1.100' 

DB_PORT = '5432'              # Puerto por defecto de PostgreSQL 

DB_NAME = 'keycloak' 
DB_SCHEMA = 'public'      # Esquema en tu base de datos 

DB_USER = 'keycloak' 

DB_PASSWORD = 'password' 
 

# Consulta SQL que deseas ejecutar 

QUERY_USERS = ''' 
select r.id as realm_id, r.name as realm_name, ue.* from realm r, user_entity ue where r.id = ue.realm_id; 

'''.format(schema=DB_SCHEMA) 

 
QUERY_EVENTS = ''' 

select * from event_entity; 

'''.format(schema=DB_SCHEMA) 
 

# Archivo CSV de salida 

OUTPUT_FILE_USERS = 'realm_users.csv' 
OUTPUT_FILE_EVENTS = 'event_entities.csv' 

 

def main(): 
    try: 

        # Conectar a la base de datos 

        conn = psycopg2.connect( 
            host=DB_HOST, 
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            port=DB_PORT, 

            dbname=DB_NAME, 
            user=DB_USER, 

            password=DB_PASSWORD 

        ) 
        cursor = conn.cursor() 

 

        # Ejecutar la consulta 
        cursor.execute(QUERY_USERS) 

 

        # Obtener los nombres de las columnas 
        column_names = [desc[0] for desc in cursor.description] 

 

        # Obtener todos los resultados 
        rows = cursor.fetchall() 

 

        # Escribir resultados en un archivo CSV 

        with open(OUTPUT_FILE_USERS, 'w', newline='', encoding='utf-8') as csvfile: 

            writer = csv.writer(csvfile) 

            # Escribir encabezados 
            writer.writerow(column_names) 

            # Escribir filas 

            writer.writerows(rows) 
 

        print(f"Realm users data successfully exported to {OUTPUT_FILE_USERS}") 

 
        # Ejecutar la consulta 

        cursor.execute(QUERY_EVENTS) 

 
        # Obtener los nombres de las columnas 

        column_names = [desc[0] for desc in cursor.description] 

 
        # Obtener todos los resultados 

        rows = cursor.fetchall() 

 
        # Escribir resultados en un archivo CSV 

        with open(OUTPUT_FILE_EVENTS, 'w', newline='', encoding='utf-8') as csvfile: 

            writer = csv.writer(csvfile) 
            # Escribir encabezados 

            writer.writerow(column_names) 

            # Escribir filas 
            writer.writerows(rows) 

 

        print(f"Realm users data successfully exported to {OUTPUT_FILE_EVENTS}") 
 

 

    except Exception as e: 
        print(f"Ha ocurrido un error: {e}") 

    finally: 

        # Cerrar la conexión 
        if cursor: 

            cursor.close() 
        if conn: 

            conn.close() 

 
if __name__ == '__main__': 

    main() 
 

KPI 1.4.5 # of parallel successfully authenticated 

user/devices/services 

Table 48: KPI 1.4.5 # of parallel successfully authenticated user/devices/services 

KPI ID number 

and partner resp. 

KPI 1.4.5 

KPI Name # of parallel successfully authenticated user/devices/services 



D5.6 – Technical evaluation, validation and assessment report (2) 

 

243 

Description This KPI offers insights on the simultaneous load that the authentication system can 

proficiently manage 

Motivation By monitoring this KPI, potential bottlenecks are identified, and informed decisions 

about necessary upgrades or optimizations to accommodate growing demand are made. 

It also helps in stressing testing and capacity planning, ensuring that the aerOS remains 

responsive and secure even as the number of simultaneous authentication requests 

increases. 

Target value >150 

Prerequisites The prerequisite for this KPI is to have Keycloak and OpenLDAP installed, configured 

and federated to share data between them. 

aerOS 

components (task) 

Keycloak and OpenLDAP (T3.4) 

Evaluation means To evaluate this KPI, the Keycloak database where the record of authentication 

attempts and which of these attempts have been successful stored will be accessed and 

analysed. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
N/A 151/155 (94.2%) 150/150 (100%) 

Outcome 

elaboration (M38) 

For the M38 evaluation, we extended our methodology by creating three dedicated test 

users in the realm. This allowed us to balance the load across multiple accounts and 

better simulate realistic usage, rather than reusing a single account. 
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The Python script (developed by IQB) issued parallel login requests against the 

Keycloak token endpoint, distributing 150 attempts equally across the three accounts 

(50 each). This approach not only verified the capacity of Keycloak to handle parallel 

user sessions but also provided response latency measurements and failure ratios. The 

results confirmed that the authentication infrastructure can scale to the defined KPI 

target in a balanced multi-user scenario. 

 

 

The event and session records of Keycloak confirm that the parallel authentications 

were successfully established across the three test users. This validates that Keycloak 

is capable of sustaining 150+ concurrent authenticated sessions without service 

disruption or significant failure rates. The results demonstrate compliance with the 

KPI’s target, providing confidence that the aerOS trust management layer can support 

large-scale authentication scenarios in pilot deployments. 
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KPI 1.4.6 % of users/device/services properly authorized 

Table 49: KPI 1.4.6 % of users/device/services properly authorized 

KPI ID number 

and partner resp. 

KPI 1.4.6 

KPI Name % of users/device/services properly authorized 

Description Percentage of users/devices/services successfully authorised through the aerOS 

Identity Management (IdM) service. 

Motivation Monitoring of properly authorised user devices/services (provided they have the 

permissions to access the target service/data) allows to verify the correct functioning 

of the authorisation component of the aerOS IdM. 

Target value >95% 

Prerequisites The prerequisite for this KPI is to have Keycloak and OpenLDAP installed, configured 

and federated to share data between them. Connection of Keycloak with the 

Management Portal for the users’ authorization, and with KrakenD for the API access 

authorization. 

aerOS 

components (task) 

Keycloak, OpenLDAP and KrakenD (T3.4), and Management Portal (T3.6) 

Evaluation means To evaluate this KPI, the Keycloak database will be accessed where the record of 

authentication attempts and which of these attempts have been successful is stored. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
N/A 100% 100% 

Outcome 

elaboration (M38) 

For the M38 evaluation, authentication attempts were analyzed directly from the 

Keycloak database using the event_entity table. The results showed that 100% of the 

login attempts were successful, thereby exceeding the KPI target of >95% successful 

authentications. This validates the robustness of the aerOS IdM service in managing 

user authentications under concurrent load. 
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KPI 1.4.7 # of petitions handled by the API Gateway per second 

Table 50: KPI 1.4.7 # of petitions handled by the API Gateway per second 

KPI ID number 

and partner resp. 

KPI 1.4.7 

KPI Name # of petitions handled by the API Gateway per second 

Description The total number of petitions that the API Gateway is capable of handling per second 

without getting overloaded. 

Motivation It is important to set a minimum number of petitions that the API Gateway must be 

able to fulfil without overloading to handle the average operations of the aerOS 

platforms. 

Target value 15 petitions per second 

Prerequisites The aerOS domain deployed and ready with KrakenD deployed as the sole entrypoint 

into the domain (Kubernetes Ingress, etc). The backends also must be deployed and 

ready to receive traffic from KrakenD. 

aerOS 

components (task) 

KrakenD API Gateway (T3.4), Keycloak IAM (T3.4), OpenLDAP (T3.4), Orion-LD 

(T4.2 and T4.6). All the necessary components to validate and authenticate a user as 

well as the backend to send the petitions to. 

Evaluation means Using open-source benchmarking tools such as “autocannon,” an extremely high 

number of requests per second will be sent to the API Gateway to test its ability to 

withstand the load. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 
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Measured value 

(% achieved) 10 petitions per second 

Average of 156Kb/s – see 

the different scenarios 

analysed) 

14 to 15 petitions per 

second at minimum 

Outcome 

elaboration (M38) 

KrakenD deployed in all aerOS domains alongside all other T3.4 tools, token caching 

done to reduce latency and the number of times a petition must call the backend. 

Improvements over the initial performance allowed for the latency to be greatly 

reduced, as the tests will show below. 

Two tests were performed on the UPV testing domain, the CloudFerro testing 

environment and the NCSRD pilot environment, i) one where the user sends a petition 

with an invalid user token, ii) another where the token is valid. 

The first test showed these results on the UPV domain: 

 

These are the results on the CloudFerro domain: 

 

These are the results on the NCSRD domain: 
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And these are the results in the OTE domain (main staekeholder of pilot 5): 

 

The second test showed these results on the UPV domain: 
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These are the results on the CloudFerro domain: 

 

These are the results on the NCSRD domain: 

 

Ant these in the OTE domain: 
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As can be seen from both tests on all domains, KrakenD is very resilient to the load 

tests, being able of taking a load of over five thousand petitions per second if the token 

is invalid and thus KrakenD does not need to send any traffic to the backend. 

The discrepancies between the number of petitions in the first test can be attributed to 

the distance between the UPV and CF / NCSRD / OTE domains. Since the tests were 

made from within the UPV it takes considerably less time for the petitions to reach the 

server. 

As for the second test, the number of petitions is similar in the first two cases since 

most of the bottleneck here happens when KrakenD processes the valid petition into 

the backend and returns the valid response, not so much due to the distance or the 

amount of data, even though it is still relevant. In the third and fourth cases, a note 

must be made on the amount of data read, with it being 2.57MB and 10.8MB 

respectively while in the other tests it was 380 – 400KB, this is directly responsible for 

the low amount of requests per second (14 and 59, depending on the test), as well as 

the state of connectivity, but it is still above the baseline 

KPI 1.4.8 % trusted scenarios that make use of IOTA's DLT 

Table 51: KPI 1.4.8 % trusted scenarios that make use of IOTA's DLT 

KPI ID number 

and partner resp. 

KPI 1.4.8 

KPI Name % trusted scenarios that make use of IOTA's DLT 

Description Being able to share continuum-wide relevant information using the IOTA DLT via 

Hornet node peer-to-peer message exchange. 

Motivation One of the main tools that bring trust into the aerOS platform is IOTA, the number of 

messages shared by the different nodes is crucial for the platform to understand the 

global status of the continuum. 

Target value 5 data transactions per minute 
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Prerequisites The aerOS multiple interconnected domains 

aerOS 

components (task) 

IOTA (T4.5), Trust score calculator (T4.5), Self* tools (T3.5), Use case tools (T5.2). 

Multiple elements of the aerOS continuum will generate events that need to be 

registered in the DLT and will share them in the IOTA Tangle to all the other IEs in 

the continuum. 

Evaluation means The IOTA tools themselves will be used to monitor the traffic of any given deployment. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
1 data transaction per 

minute 

3-4 transactions per 

minute in a single domain 

demonstrated (see below) 

At least 3-4 transactions 

per minute per pilot domain 

Outcome 

elaboration (M38) 

Deployed 11 separate Hornet Nodes in a controlled testing environment among 4 

different interconnected domains and another 4 Hornet nodes in the NCSRD pilot and 

2 in the OTE pilot testing environments. All elements necessary deployed, testing 

integration with self* features and the trust score calculator. 

For these tests the following architecture is used: 

 

The events generated will be sent to the hornet nodes in the CloudFerro domain 

(hornet-9, hornet-10 and hornet-11). The inclusion of these data blocks will be verified 

by the Coordinator found in Domain 1 in the UPV infrastructure in the form of 

milestones, which are launched automatically by the coordinator every 20 seconds. 

The traffic received by node “hornet-9” in the span of a minute can be seen in the 

following images: 



D5.6 – Technical evaluation, validation and assessment report (2) 

 

252 

 

 

These show that in the span of a minute roughly 4 data transactions are made and that 

all of them are referenced by a milestone and thus included in the DLT (note the green 

colour of the blocks, which showcases this reference). 

An example of one such referenced block can be seen below: 
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This block is referenced by milestone 529 seen in the previous image and is thus 

included in the DLT. Also, the contents of the block can be seen below, the tag 

“self.reorquestation” indicates that this is a reorchestration petition sent by the self* 

components, referencing the ID of such component. 

Additional tests following the same process were made in the NCSRD and OTE 

domains, in which roughly 7 petitions were being made per minute, as can be seen in 

the image below, showcasing milestone 55 (please note that the blue and yellow 

colours indicate two blocks that have not yet been included officially in the DLT via a 

milestone): 
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Now after a new milestone (milestone 58) the “tip” block is added to the DLT and 

changes colour to green, as can be seen below. 

 

Below an example of one of the confirmed blocks can be seen, note that the PARENT 

BLOCK 1 hexcode is the same as milestone 55 since the block was added after said 

milestone. 
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The same tests were made in the OTE domain, which showed similar levels of 

transactions per minute: 

 

 

Now an example of a referenced data block can be seen below, where it was included 

in the DLT the moment it was referenced by milestone 114: 
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KPI 1.4.9 Network overload limit due to the usage of IOTA and 

Tangle 

Table 52: KPI 1.4.9 Network overload limit due to the usage of IOTA and Tangle 

KPI ID number 

and partner resp. 

KPI 1.4.9 

KPI Name Network overload limit due to the usage of IOTA and Tangle 

Description Creating and implementing an IOTA Tangle network of nodes that share information 

between them without managing to overload the network. 

Motivation An IOTA Tangle network allows for peer to peer sharing of information between 

nodes, benefiting the entire continuum. However, it must be done in a way that does 

not completely overload the network. 

Target value aerOS private IOTA Tangle network deployed and running without increasing the 

network load by more than 30% 

Prerequisites The aerOS multiple interconnected domains 

aerOS 

components (task) 

IOTA (T4.5), Trust score calculator (T4.5), Self-* components (T3.5), Use-cases tools 

(T5.2). Multiple elements of the aerOS continuum will generate events that need to be 

registered in the DLT and will share them in the IOTA Tangle to all the other IEs in 

the continuum. 
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Evaluation means The impact of IOTA on the network will be evaluated using the Kubernetes tools 

themselves, as well as the IOTA metrics plugins. A custom script will be used to 

generate an unusual load on the environment. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

aerOS services up and 

running as expected. 

Minimal load increase 

with the expected network 

traffic. 

Minimal load increased 

with the expected network 

traffic. At least 30 petitions 

per second are needed to 

increase the network load 

by 30%. 

Outcome 

elaboration (M38) 

Deployed 11 separate Hornet Nodes in a controlled testing environment among 4 

different interconnected domains and another 4 Hornet nodes in the NCSRD pilot and 

2 in the OTE pilot testing environments. All elements necessary deployed, testing 

integration with self* features and the trust score calculator. 

For these tests the following architecture is used: 

 

For these tests a custom script will be used to generate an unusually high amount of 

petitions (around 12 per minute, double of what is expected at the current time) and 

see if there’s a noticeable difference in the cluster metrics before performing a stress 

test of the network, with dozens of petitions per second. The following images show 

12 messages being received roughly in a minute: 
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Note again that the red blocks represent milestones being launched every 20 seconds 

while the green ones represent the new blocks being added to the DLT. 

As can be seen in the upper left corner of the image the timestamp for the test is 13:20, 

checking that timestamp in the cluster Grafana metrics component shows the 

following: 
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In the entire minute where the test was being made the difference in network load is 

practically non-existent, this can be further verified by checking the traffic in a wider 

time bracket: 

 

It can be safely said that there is no noticeable difference in the network load when the 

different IOTA Hornet nodes are sharing information. 

Additionally, stress tests were performed in the NCSRD domain to ascertain how many 

petitions per second needed to be made in order to reach a 30% or higher network load 

increase. The script would now launch around 30 petitions per second, the results of 

which can be seen below. 

The first image showcases the Hornet Dashboard block visualization tool after one of 

the tests, there are so many blocks added that they can barely be seen individually. 

5000 blocks were uploaded in less than 3 minutes. 
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Now the impact on the network can be seen below, first with the starting point before 

the test started with 2.76MB/s in traffic: 

 

And finally just after the test is concluded, with a peak of 3.91MB/s. 

 

The same tests were performed in the OTE pilot testing environment, where similar 

results were witnessed. Before the test the receive bandwidth was of 5.06 MB/s: 
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And at the peak it reached 7.21 MB/s, well over 30%. 

 

The dashboard visualizer shows a similar result as in the NCSRD cluster. 

 

KPI 1.4.10 Trust Score Recalculation and Resource Balance 

Table 53: KPI 1.4.10 Trust Score Recalculation and Resource Balance 

KPI ID number 

and partner resp. 

KPI 1.4.10 

KPI Name Trust Score Recalculation and Resource Balance 
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Description This KPI evaluates the efficiency of the trust score recalculation process in relation to 

the consumption of aerOS resources, ensuring that the operational demands of 

maintaining updated trust scores do not lead to excessive use of resources. 

Motivation This KPI is motivated by the imperative to harmonize the necessity for dynamic and 

robust trust management with the overarching need to preserve system performance and 

reliability 

Target value Mean increase in resource usage due to trust score recalculation activities < 30% regular 

use 

Prerequisites Trust manager and Orion-LD Context Broker running in a domain 

aerOS components 

(task) 

Self-awareness (T3.5), Context Broker (T4.2), aerOS Trust Component (T4.5) 

Evaluation means To evaluate this, the latency of queries to the Orion-LD Context Broker will be measured 

with and without the use of a trust manager in the domain. A custom script has been 

created to emulate multiple IEs and simulate the load generated by the self-awareness 

module. Additionally, another custom script has been used to calculate the latency of the 

queries to the Orion-LD Context Broker. The output of this script is a CSV file containing 

the latency and timestamps of the queries. This CSV file is later used as input to Grafana 

for visualizing the results. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

aerOS services up and 

running as expected 

<2% in 5 IEs scenario 

<1% in 20 IEs scenario 

The average latency 

difference remained below 

2% across pilots, with no 

degradation in 

responsiveness. 

Outcome 

elaboration (M38) 

For the M38 evaluation, latency measurements with and without the trust manager were 

conducted in the Pilots 2,3,4,5. The exported CSV files were ingested into Grafana using 

the Infinity data source plugin and visualized as time-series plots. 

The observed results are consistent with the M24 evaluation: the inclusion of the trust 

manager introduced no significant increase in query latency. In all pilots, the average 

latency difference remained below 2%, with no degradation in system responsiveness. 

This demonstrates that the trust score recalculation and resource balancing mechanisms 

of aerOS can be applied in real deployment scenarios without negatively impacting 

performance. The KPI target has therefore been achieved at M38. 

Pilot 1.1: In this scenario the Trust Manager was not deployed, as the use case focuses 

on predictive maintenance and cognitive digital twins where trust recalculation is not 

required for the orchestration workflows. Therefore, no latency metrics were collected, 

and the absence of results is justified by the pilot’s scope. 

Pilot 1.2: The scenario in this pilot emphasizes low-latency orchestration and human-

robot collaboration, the evaluation proceeded without integrating trust score 

recalculation. As a result, no KPI metrics are available, and the omission is justified by 

the functional priorities of the pilot. 
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Pilot 1.3: This scenario does not integrate the Trust Score mechanism, as confirmed by 

the pilot partners. The focus here is on worker-centric dashboards, AR/VR interfaces, 

and ergonomics rather than trust-based resource balancing. Hence, trust recalculation is 

out of scope and no KPI metrics have been produced. 

Pilot 1.4: In this scenario the Trust Manager was not deployed, as the use case focuses 

on predictive maintenance and cognitive digital twins where trust recalculation is not 

required for the orchestration workflows. Therefore, no latency metrics were collected, 

and the absence of results is justified by the pilot’s scope. 

Pilot 2 

 

 

The statistics are as follows: 

 Without trust score With trust score 

Mean Latency (ms) 295.70 352.38 

Highest Latency (ms) 473.37 2336.13 

Lowest Latency (ms) 233.66 241.01 

The average latency without the trust manager was 295.70 ms, while with the trust 

manager it was 352.38 ms. This corresponds to an increase of 19.2%. A single worst-

case spike (2336.13 ms) was observed due to load bursts, but overall responsiveness 

remained within acceptable operational thresholds. 
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Pilot 3 

 

 

The statistics are as follows: 

 Without trust score With trust score 

Mean Latency (ms) 3087.60 3087.65 

Highest Latency (ms) 3094.63 3097.62 

Lowest Latency (ms) 3079.24 3081.88 

The average latency without the trust manager was 3087.60 ms, while with the trust 

manager it was 3087.65 ms. This represents a negligible increase of 0.0016%, confirming 

that trust score recalculation introduces no measurable overhead in HPC workflows. 

Pilot 4 
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The statistics are as follows: 

 Without trust score With trust score 

Mean Latency (ms) 333.56 330.03 

Highest Latency (ms) 427.97 537.57 

Lowest Latency (ms) 304.25 301.02 

The average latency without the trust manager was 333.56 ms, while with the trust 

manager it was 330.03 ms. This represents a small improvement of -1.06%, confirming 

that the inclusion of the trust manager does not negatively affect system responsiveness. 

Pilot 4b 
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The statistics are as follows: 

 Without trust score With trust score 

Mean Latency (ms) 5043.61 5036.21 

Highest Latency (ms) 5064.80 5043.65 

Lowest Latency (ms) 5030.69 5023.41 

The average latency without the trust manager was 5043.61 ms, while with the trust 

manager it was 5036.21 ms. This corresponds to a negligible difference of -0.15%, 

showing that trust score recalculation does not introduce overhead. 

Pilot 5 
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The statistics are as follows: 

 Without trust score With trust score 

Mean Latency (ms) 51.70 51.16 

Highest Latency (ms) 61.40 67.17 

Lowest Latency (ms) 42.49 36.75 

The average latency without the trust manager was 51.70 ms, while with the trust 

manager it was 51.16 ms. This represents a small improvement of -1.04%, showing that 

recalculation does not negatively affect system responsiveness and may in some cases 

enhance performance. 

aerOS self-* and monitoring 

KPI 1.5.1 Average overload time of IEs 

Table 54: KPI 1.5.1 Average overload time of IEs 

KPI ID number 

and partner resp. 

KPI 1.5.1 

KPI Name Average overload time of IEs 
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Description The amount of time an IE has a system load above 80 %, and therefore its performance 

may decrease considerably 

Motivation Knowing how long an IE is overloaded allows actions to be taken to reduce its load, 

keeping it operational for longer 

Target value Reduction of 20 % 

Prerequisites Hardware info sub-module of the self-awareness module running on one IE of study 

aerOS 

components (task) 

Self-awareness module (T3.5) 

Evaluation means Using the hardware info sub-module of the self-awareness module of a node's self-* 

capabilities set, the node's performance will be obtained over time by measuring the 

percentage of use of both the CPU and the RAM memory. In this way, it will be 

possible to estimate the average time that the node remains in an overloaded state. For 

this purpose, those time slots will be selected in which the CPU or RAM memory usage 

exceeds 80 %. Several tests will be carried out over a certain period of time in which 

the aspects mentioned above will be analysed. Subsequently, the times obtained will 

be averaged in order to know with a certain degree of accuracy the average overload 

time of the node. 

Between the two measurement periods all the modules that compose aerOS will 

undergo changes and improvements, adding new functions and enhancing existing 

ones. Including the components that form the set of self-* capabilities, such as the self-

optimisation and adaptation, the self-orchestrator, the self-scaling, etc. 

The improvements introduced in the set of self-* capabilities allow optimising the 

resource consumption of an IE by analysing its current state and predicting future 

overload events. This makes it possible to re-orchestrate services on other nodes to 

avoid overloading the IE, optimising its resource usage and reducing the time it 

remains in an overloaded state due to excessive CPU or RAM usage. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

This value shall be 

obtained by laboratory 

load tests to determine 

the actual average 

overload time of a node 

as a function of the 

actual workload. 

Through the self-

awareness module, the 

% processor usage and 

RAM load will be 

obtained. These values 

will indicate the total 

system load 

37.5 % of the total 

running time of a node 

Reduction 30 % of the total 

running time of a node 
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Outcome 

elaboration (M38) 

At the beginning of July (1 July to 4 July) tests are being carried out to analyse how 

long the nodes remain in an overloaded state. For this purpose, a certain amount of 

workloads are being executed 3 times, during a period of 10 minutes (600 seconds) 

each time, on each of the nodes. For each period the loads will be different to simulate 

different scenarios that the aerOS IEs will have to face. Workloads will be combined 

with the execution of different services, such as server backend, databases, basic aerOS 

services, etc. During each period the self-awareness will measure the CPU and RAM 

usage, counting the amount of seconds that the node remains in an overloaded state 

through a test script in Python. Finally, the results obtained (the 3 periods of each node) 

will be averaged to obtain a realistic measurement of the average overload time of a 

node in the aerOS computing continuum. 

The tests will be performed on three different sets of IEs, in order to cover the widest 

possible heterogeneity of architectures and technical specifications. The first set 

consists of 4 CloudFerro cluster 2 nodes. Two of them (nodes 0 and 1) have a 4-core 

CPU and AMD64 architecture, 16 GB of RAM and run Fedora 35. The other two 

(nodes 7 and 8) have a 2-core CPU, AMD64 architecture, 8 GB of RAM and run 

Fedora 35. The second set consists of 4 nodes from domain 3 of the UPV “continuum”. 

This set consists of 2 virtual machines that have a 1-core CPU and AMD64 

architecture, 8 GB of RAM and run Ubuntu 24.04 LTS. In addition, it also consists of 

a Raspberry Pi 3 Model B+ and a Raspberry Pi 4 Model B. The RPi 3 runs Raspbian 

12 and the RPi 4 runs Ubuntu 22.04 LTS. The last set consists of a Pilot 1.1 test virtual 

machine. This virtual machine has a 2-core CPU, AMD64 architecture, 12 GB of RAM 

and runs Ubuntu 24.04 LTS. 

After running the tests on all the nodes described above, the following results (in 

seconds) were obtained: 

• CloudFerro cluster 2: 

o Node 0: 84, 218 and 119. Mean = 140 (23 %). 

o Node 1: 108, 295 and 67. Mean = 157 (26 %). 

o Node 7: 104, 242 and 142. Mean = 163 (27 %). 

o Node 8: 167, 230 and 157. Mean = 185 (31 %). 

• Domain 3 of the UPV “continuum”: 

o VM 1: 150, 162 and 48. Mean = 120 (20 %). 

o VM 2: 145, 276 and 208. Mean = 210 (35 %). 

o RPi 3: 379, 274 and 411. Mean = 355 (59 %). 

o RPi 4: 91, 168 and 103. Mean = 121 (21 %). 

• Pilot 1.1: 

o VM 1: 133, 225 and 155. Mean = 171 (28 %). 

The results indicate that the overload time of a node is between 20 % and 59 % of the 

execution time (on average). However, these values are highly dependent on both the 

power-related workloads assigned and the performance of the node itself. A lower-

performing node (such as the RasPi 3) will overload more easily and for longer periods 

of time, but more powerful cloud nodes will have relatively short overload times. 

Taking into account the heterogeneity of aerOS compute nodes, the average overload 

time of a node is 180 seconds, equivalent to 30 % of the total running time of a node. 

As can be seen, both the efficiency improvements introduced in the components that 

form aerOS and the use of the self-orchestrator or self-optimisation and adaptation 

make it possible to reduce the overload time of a node, allowing it to operate longer 

with lower workloads. This not only avoids overload, but also allows the node to be 

available for a greater amount of time. 
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KPI 1.5.2 Number of different topologies and hardware/software 

combinations of IEs supported 

Table 55: KPI 1.5.2 Number of different topologies and hardware/software combinations of IEs supported 

KPI ID number 

and partner resp. 

KPI 1.5.2 

KPI Name Number of different topologies and hardware/software combinations of IEs 

supported 

Description Indicates the number of different nodes on which self-* capabilities are capable of 

running depending on the type of IE, its operating system, hardware architecture or 

performance 

Motivation The aerOS computing continuum is composed by a multitude of domains, which 

belong to different organizations and companies. Each domain has different topologies 

and hosts very heterogeneous IEs. This variety in the nodes is due to differences in the 

hardware and software of each node. From variations in processor architectures to 

variations in specs, performance, operating system or task execution capabilities and 

more. Increasing the number of different types of supported nodes by aerOS will allow 

for greater heterogeneity 

Target value 10 different topologies and hardware/software combinations 

Prerequisites Basic set of self-* capabilities (self-awareness, self-orchestrator, self-optimisation and 

adaptation and self-API) running on one IE of study 

aerOS 

components (task) 

Self-awareness, self-orchestrator, self-optimisation and adaptation and self-API 

modules (T3.5) 

Evaluation means The most representative combinations of future aerOS nodes forming the computing 

continuum will be selected by combining different architectures, operating systems, 

available resources and execution environments to test the flexibility of deployment of 

the set of self-* capabilities. At least the basic self-* capabilities will be installed in 

each selected combination, and all functional combinations will be counted. To 

determine the heterogeneity of hardware-software combinations that will be able to 

support the set of self-* capabilities, the following combinations will be attempted: 

Power Node Platform 
Containeris

ation 
OS 

High-

powered 

Physical 

(SBC / 

laptop) 

AMD64 
Kubernetes 

(K3s…) 

GNU/Linux 

(distro) 

High-

powered 
Physical AMD64 Docker GNU/Linux 

Low-

powered 
Physical AMD64 Kubernetes GNU/Linux 

Low-

powered 
Physical AMD64 Docker GNU/Linux 
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Low-

powered 
Physical ARM64 Kubernetes GNU/Linux 

Low-

powered 
Physical ARM64 Docker GNU/Linux 

High-

powered 
Virtual AMD64 Kubernetes GNU/Linux 

High-

powered 
Virtual AMD64 Docker GNU/Linux 

Low-

powered 
Virtual AMD64 Kubernetes GNU/Linux 

Low-

powered 
Virtual AMD64 Docker GNU/Linux 

Low-

powered 
Virtual ARM64 Kubernetes GNU/Linux 

Low-

powered 
Virtual ARM64 Docker GNU/Linux 

 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

3 4 different topologies and 

hardware/software 

combinations 

10 different topologies and 

hardware/software 

combinations 

Outcome 

elaboration (M38) 

The aerOS computing continuum is formed by different domains that can belong to 

different stakeholders. Among these continuous are, for example, the one used for the 

MVP (formed by the domains of the NCSRD and CF partners), the continuum of each 

of the Pilots or the testing continuum of the UPV partner (formed by three domains). 

Each continuum has different topologies and hosts very heterogeneous. This variety in 

the nodes is due to differences in the hardware and software of each node. From 

variations in processor architectures to variations in specs, performance, operating 

system or task execution capabilities and more. 

To determine the heterogeneity of hardware-software combinations that will be able to 

support the set of self-* capabilities, the following combinations have been tested: 

Power Node Platform Containerisation OS 

High-

powere

d 

Physical AMD64 Kubernetes 
GNU/Linux 

(Ubuntu 22.04) 

High-

powere

d 

Physical AMD64 Docker 
GNU/Linux 

(Ubuntu 22.04) 

Low-

powere

d 

Physical 

(laptop) 
AMD64 Kubernetes (K3s) 

GNU/Linux 

(Ubuntu 22.04) 
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Low-

powere

d 

Physical 

(PC) 
AMD64 Docker 

GNU/Linux 

(Ubuntu 24.04) 

Low-

powere

d 

Physical 

(SBC) 
ARM64 Kubernetes (K3s) 

GNU/Linux 

(Raspbian 12 & 

Ubuntu 22.04) 

Low-

powere

d 

Physical 

(SBC) 
ARM64 Docker 

GNU/Linux 

(Ubuntu 22.04) 

High-

powere

d 

Virtual 

(cloud 

provider) 

AMD64 Kubernetes (K8s) 

GNU/Linux 

(Ubuntu 22.04 

& Fedora 35) 

High-

powere

d 

Virtual AMD64 Docker 
GNU/Linux 

(Ubuntu 22.04) 

Low-

powere

d 

Virtual AMD64 Kubernetes 
GNU/Linux 

(Ubuntu 22.04) 

Low-

powere

d 

Virtual AMD64 Docker 
GNU/Linux 

(Ubuntu 22.04) 

The last two hardware/software combinations (virtual machines on ARM64 

architecture) have not been tested. This is because they are not usual combinations that 

will be used in aerOS, since all the ARM64 devices that will be used will be physical. 

Furthermore, they do not make sense in any current aerOS scenario (pilots, open calls, 

etc.) and are very unlikely to appear in future cases. However, the target of 10 

combinations has been achieved. 

The following screenshots show the multiple hardware/software combinations 

reflected in the different Management Portals of the aerOS domains: 

 

The image above corresponds to the domain of the partner CloudFerro. The following 

image shows the NCSRD partner domain. Both belong to the MVP continuum: 
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The following image shows the SIEMENS partner domain of Pilot 1.3: 

 

The following screenshots show the different domains of Pilot 4 and the IEs of each: 
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The first domain of Pilot 4 is a cloudAWS IE on kubeadm, domain 2 is a mix of k3s + 

Docker (5 IEs on k3s + 2 IEs on Docker) and domain 3 is an IE on CUT with kubeadm. 

The following image shows the execution of the self-* modules in the Pilot 4 

infrastructure: 
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KPI 1.5.3 Number of metrics monitored from IEs 

Table 56: KPI 1.5.3 Number of metrics monitored from IEs 

KPI ID number 

and partner resp. 

KPI 1.5.3 

KPI Name Number of metrics monitored from IEs 

Description The amount of different information that the self-* modules are able to obtain on the 

characteristics, specifications, current performance and health status of the nodes 

where they run 

Motivation The more metrics obtained, the more accurate will be the health indices of the nodes 

of aerOS 

Target value 15 attributes 

Prerequisites Self-awareness module running on one IE of study 

aerOS 

components (task) 

Self-awareness module (T3.5) 

Evaluation means Each self-awareness submodule can measure a certain amount of data extracted from 

the node where it is running. By analysing the specifications of two modules (hardware 

metrics and energy consumption) it is possible to know how much information and 

metrics they can extract from each IE. The hardware info sub-module is able to obtain 

information about the CPU (number of cores, max. frequency, architecture and current 

usage), the RAM memory (total amount, available and current usage), the storage 

(type, total amount, available and current usage), the network (speed up, speed down, 

traffic up, traffic down and lost packages) the operating system, the hostname, the 

internal IP address, the MAC address of the IE, theLow-Level Orchestrator, the 

infrastructure element tier or if it is able to run real-time services. The energy 

consumption submodule is able to obtain information on the current and average 

energy consumption of the node 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

N/A 20 attributes 28 attributes 

Outcome 

elaboration (M38) 

At the beginning of July (1 July to 4 July) tests will be carried out to determine the 

amount of metrics and information that the self-awareness sub-modules are capable of 

obtaining. To do this, it will be installed on a node (regardless of its characteristics) 

and all the metrics and information will be obtained from the IE. Subsequently, it will 

be compared with the specification of the module and it will be verified that it is indeed 

capable of obtaining all the requested information. Finally, the amount of information 

and metrics obtained will be counted. 

In order to obtain the values generated by the self-awareness, a query is realised by the 

name of the IE entity to the Orion-LD Context Broker of the corresponding domain, 

obtaining the following result: 
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{ 

  "id": "urn:ngsi-ld:InfrastructureElement:Cluster:1284319d9e1d", 

  "type": "InfrastructureElement", 

  "domain": "urn:ngsi-ld:Domain:Cluster", 

  "hostname": "continuum-cluster-master", 

  "containerTechnology": "Kubernetes", 

  "internalIpAddress": "192.168.250.236", 

  "macAddress": "12:84:31:9d:9e:1d", 

  "lowLevelOrchestrator": "urn:ngsi-ld:LowLevelOrchestrator:Cluster:Kubernetes", 

  "cpuCores": 4, 

  “cpuFreqMax”: 2100, 

  "currentCpuUsage": 13, 

  “gpu”: false, 

  “gpuMemory”: -1, 

  "ramCapacity": 33649, 

  "availableRam": 30119, 

  "currentRamUsage": 3530, 

  "currentRamUsagePct": 11, 

  “diskType”: “HDD”, 

  "diskCapacity": 82111, 

  "availableDisk": 22684, 

  "currentDiskUsage": 55642, 

  "currentDiskUsagePct": 71, 

  “netSpeedUp”: 163, 

  “netSpeedDown”: 45, 

  “netTrafficUp”: 0.18, 

  “netTrafficDown”: 0.01, 

  “netLostPackages”: 0, 

  "avgPowerConsumption": 9, 

  "currentPowerConsumption": 5, 

  “powerSource”: “urn:ngsi-ld:none”, 

  “energyEfficiencyRatio”: -1, 

  "realTimeCapable": false, 

  "trustScore": -1, 

  "cpuArchitecture": "urn:ngsi-ld:CpuArchitecture:x64", 

  "operatingSystem": "urn:ngsi-ld:OperatingSystem:Linux", 

  "infrastructureElementTier": "urn:ngsi-ld:InfrastructureElementTier:Cloud", 

  "infrastructureElementStatus": "urn:ngsi-ld:InfrastructureElementStatus:Ready", 

  "location": [0, 0] 

} 

Of all these values, the following are obtained by self-awareness: 

• domain. 



D5.6 – Technical evaluation, validation and assessment report (2) 

 

277 

• hostname. 

• internalIpAddress. 

• macAddress. 

• lowLevelOrchestrator. 

• cpuCores. 

• cpuFreqMax. 

• currentCpuUsage. 

• ramCapacity. 

• availableRam. 

• currentRamUsage. 

• currentRamUsagePct. 

• diskType. 

• diskCapacity. 

• availableDisk. 

• currentDiskUsage. 

• currentDiskUsagePct. 

• netSpeedUp. 

• netSpeedDown. 

• netTrafficUp. 

• netTrafficDown. 

• netLostPackages. 

• avgPowerConsumption. 

• currentPowerConsumption. 

• realTimeCapable. 

• cpuArchitecture. 

• operatingSystem. 

• infrastructureElementTier. 

For a total of 28 attributes. 

As can be seen, the number of attributes that self-awareness is capable of obtaining has 

increased by 40 %, from 20 to 28 attributes. 

KPI 1.5.4 Number of avoided service downgrade experience cases 

Table 57: KPI 1.5.4 Number of avoided service downgrade experience cases 

KPI ID number 

and partner resp. 

KPI 1.5.4 

KPI Name Number of avoided service downgrade experience cases 

Description All the different types of scenarios in which a continuum IE is prevented from not 

being able to respond to the requests made to it, either to obtain information or to 

request it to execute a certain workload. In other words, the trait of aerOS of reacting 

in advance (e.g., reorchestrating services that were running in the IE, or deactivating 

from being eligible for new services, or horizontally scaling replicas) so that the IE is 

still functional and operative in the mid-term. 

Motivation Reducing the number of situations in which a IE in the continuum stops responding to 

requests for information or becomes inoperative increases overall user satisfaction and 

provides a better image of a robust, reliable and fault-tolerant system 
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Target value 5 demonstrable scenarios 

Prerequisites Self-awareness and self-orchestration modules are functional. The KPI-1.5.5 has been 

demonstrated as VALID after measurements in M24, as the evaluation of KPI-1.5.4 

depends to some extent of such KPI. 

aerOS 

components (task) 

T3.3 HLO and LLOs, T3.5 self-awareness and self-orchestration. 

Evaluation means The goal of the KPI is to demonstrate that aerOS can reduce the downgrade experience. 

In order to do that, the proposal is to make a comparison of a before/after (B/A) 

scenario: 

• First, the “Before” scenario is constructed. Here, the team aims at “profiling” 

which is the impact of several type of services in the continuum, enable to 

forecast at which point (and with which numbers, a IE would either collapse 

or downgrade the service experience). 

• Second, the “After” scenario will depart from the same type of services, and, 

after judiciously selecting specific thresholds, the self-orchestration 

mechanism will be put in place in the IEs of the continuum. There, by using 

the same evaluation means of KPI-1.5.5., the team will reflect whether these 

techniques avoiding the occurrence of the forecasted down situations. 

The methods used, and the assumptions taken, were: 

• Metrics: Trend forecasting of CPU usage metrics. 

• Assumption: Less current CPU usage per cores on a machine means it has 

more compute power available for the application. Therefore, this is a solid 

metric to consider when “degradation” is more likely to occur in a specific 

node (IE). 

• Methodology: To accurately determine if the task is going into a potential 

downgrade or is just experiencing a sudden spike in intensity, the task is 

monitored for a certain amount of time (2 min) before judging if there is a 

downgrade scenario or not. 

• After this time passes, a Neural Prophet regression model forecasts metrics for 

a certain amount of time in the future (1 min), and the predicted value is 

provided in the evaluation. This mechanism, in the runtime functioning of 

aerOS Meta-OS, would connect with the self-orchestration’s reallocation 

trigger to offload to the HLO the picking of alternative best fit for the task. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

N/A 0 demonstrable scenarios 

(0%) 

4 demonstrable scenarios 

(80%) 

Outcome 

elaboration (M38) 

The scenarios were designed to test several models of user load, as well as set up to 

utilize different resilience mechanisms present in the aerOS self-* capabilities. 

Namely, we utilize self-orchestration and self-scaling as the services to prevent service 

downgrade. 

Self-orchestration evicts services at risk of degradation according to a rules-based 

system and allocates them in a different Infrastructure Element (IE) across the network. 
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Self-scaling predicts resource usage across registered services and utilizes this 

prediction to anticipate high demand, scaling the number of replicas of a service. 

For modelling, we utilize across all scenarios a sample service, in this case a job queue 

server, that is the service for which we want to avoid downgrade and simulate load 

with several cronjobs that are designed to request a variable workload of the server 

randomly, in predefined patterns intended to resemble real users. For example, some 

scenarios have a somewhat constant workload during the day, but experience a spike 

of usage at 9am, where the simulated ‘workers’ come online and start requesting jobs 

all at once. Simulated workers request jobs every minute across a fixed schedule, since 

they are modelled with cron jobs. 

It is also important to note that while the user influx is completely predictable, the 

computer resources used are completely random, since the simulated job’s difficulty 

varies randomly. 

 

Two workload profiles are utilized across all scenarios: high demand, and sudden 

spikes. 

High demand models work usage between 9am and 8pm. To resemble usual patterns 

for job servers, this model experiences highest demand at 9am and 3pm, where workers 

are supposed to come online and start making requests for the service. The workers are 

either ‘morning’ workers – active from 9am to 5pm – or evening workers, active from 

3pm to 8pm. In the graph below illustrating activity across the day, we can see a high 

influx of users of each type at the ‘start of their shift’, as well as constant activity 

throughout it. Furthermore, there is an overlap between both shift types from 3pm to 

5pm. 

 

 

Sudden burst profiles are much simpler. In these cases, the activity is kept constant 

throughout the workday from 9am to 5pm and experiences a sudden spike at 1pm. 
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• Self-orchestration with constant high demand 

For this scenario, we utilize the high demand work profile and deploy the job server in 

a predetermined IE, in which we also register a rule for self-orchestration indicating a 

redeployment if global CPU usage in the IE exceeds 75%. Since self-orchestration is a 

purely reactive system, we expect it to suddenly redeploy the service at the start of the 

work period to a different IE, after which the service will stay stable in its assigned IE. 

Finally, we expect another redeployment at the second peak of activity, when the 

evening users come online. 

At the beginning of the user load, which starts with a peak, the service is immediately 

redeployed to a different IE in the pool. After the move, the service stays stable in the 

new IE, since all jobs come in at once during the peak and enough were processed 

before the reallocation such that the new IE is not overloaded by the remaining 

requests. The final reallocation takes place at the second peak, where the situation 

previously described repeats itself. After this last reallocation, the service remains 

stable until the end of the simulation period 

 

 

• Self-orchestration with sudden bursts in activity 

In this case, the sudden burst profile is used, and like in the previous scenario, we 

deploy the server in a single predetermined IE, registering a self-orchestration rule to 

redeploy if global CPU usage exceeds 75%. In this case, the expectation is for a single 

redeployment to take place, at the usage spike. 

Indeed, this scenario is exactly replicated. The service stays stable in its assigned IE 

until the spike is reached. After reallocation, since we used a high threshold of CPU 

usage, enough requests were able to be processed such that there is no need for further 

redeployment after the move. 
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• Self-scaling with constant high demand 

In this scenario we aim to demonstrate the predictive ability of self-scaling to scale 

service replicas and avoid degradation by increasing resources. For this, we deploy our 

test service in a predetermined IE and register the service with the self-scaling 

manager. Using the high demand profile, we expect the service not to need 

redeployment and instead be able to meet demand by spinning up service replicas. 

Since self-scaling is a predictive system, we leave the service running for the period 

required by self-scaling, in this case 2 days. Self-scaling then adjusts the number of 

replicas based on its prediction every 15 minutes. Note that jobs are submitted every 

minute by the simulated users, meaning that since the workload is randomized there 

could be scenarios where this randomness results in a higher workload and therefore 

self-scaling underestimates the number of replicas. 

After executing the system for 24h, the graph underneath illustrates the number of real 

replicas required by the service, in red, compared to the predicted number of replicas, 

in blue. 

 

Remember that replicas are reevaluated every 15 minutes, meaning that if the resource 

usage dictates one more replica, even for a small amount of time in that 15min band, 

the ‘true’ or required number of replicas increases. Overall, we see that self-scaling 

does a good but not perfect job of avoiding service degradation, where the maximum 

error is of 2 replicas, which occurs in a single 15min slice and would constitute service 

degradation. 

• Self-orchestration with sudden burst among a pool of Infrastructure 

Elements 

This scenario is completely equivalent to scenario 2, except in this case we also intend 

to test integration with other aerOS systems, namely the semi-automatic deployment 

mode, where we can specify a set of IEs where a service can be allocated. The 

expectation then is the same as that scenario, where a reallocation is expected at the 

peak of the work profile. The difference is that there are only two IEs in the specified 

pool, and we expect redeployments to be between the two IEs. Given that there is 

expected to be a single redeployment in the profile, at the end of a cycle the service 

will be allocated in the only other IE in the pool. This exhibits a case where a 

continuum operator wishes to allocate services with more control than fully automatic 

deployments provide, for example to ensure critical services remain in on-premise 

nodes. 
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Replicating scenario 2, the service is immediately reallocated to the other IE in the 

semi-automatic deployment pool on the activity burst and stays stable until the end. 

 

KPI 1.5.5 % of reorchestration requests issued by decentralized 

IEs 

Table 58: KPI 1.5.5 % of reorchestration requests issued by decentralized IE 

KPI ID number 

and partner resp. 

KPI 1.5.5 

KPI Name % of reorchestration requests issued by decentralized IEs 

Description Number of requests coming from decentralised IEs in the computing continuum to the 

main aerOS reorchestration systems based on their current or future workload to avoid 

failures in running services or system overloads that may generate unwanted situations 

Motivation A number of decentralised reorchestration requests provide insight into the actual 

performance and processing capacity of the IEs in the computing continuum 

Target value 25% 

Prerequisites Self-awareness, self-diagnose, self-realtimeness, self-optimisation and adaptation, and 

self-orchestrator modules running on the continuum of study. First, on a continuum 

formed by 3 domains (MVP), and, later, in the continuum corresponding to the selected 

pilot. 

aerOS 

components (task) 

Self-awareness, self-diagnose, self-realtimeness, self-optimisation and adaptation, and 

self-orchestrator modules (T3.5). 

Evaluation means The structure of measuring this KPI will be tackled in two different stages. 

- First (to be covered in D5.5), a simulated scenario will be created departing 

from one running continuum. There, some services will be run, and a situation 

will be artificially generated to demonstrate that the reorchestration 

functionality is operative and that it indeed supports the KPI-1.5.4 in which 

the overload of an IE is reduced thanks to compensation in another part of the 

continuum. 

- Second (to be covered in D5.6), a running scenario will be observed during a 

certain timeframe (1 month, closer to the final date of aerOS). This running 

scenario will exist within one out of the 5 pilots of the project. The specific 

dates, pilot and timing will be described later in D5.6. 

The evaluation means here can be decomposed in two different methods: 

- Continuous observation of the services that are running in a continuum. 

Reporting if a service was originally allocated to a specific IE and then it 

ends up running in another IE (and providing evidence). 

- Checking the IOTA registries. As it has been designed, every time that the 

self-orchestration request is triggered an IOTA message will be immutably 

registered through the DLT. Therefore, checking the IOTA registries and 
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the total amount of services deployed in a certain timeframe, this 

percentage will be extracted. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

 1/3 service component is 

successfully re-

orchestrated (33%). 

The service is successfully 

redeployed to a different 

InfrastructureElement 

following the IE’s forced 

overload 

Outcome 

elaboration (M38) 
The test is carried out in the infrastructure from Pilot 2 Green Edge Processing. A 

processing service performing cloud mask computing for Earth Observation imaging 

is deployed. The service retrieves imagery from Sentinel-2, performs the computing at 

the edge nodes, and then saves results to a cloud-hosted bucket. 

Below is the deployment specification for the processing service, as well as the pool 

of nodes it can be deployed in, by using semi-automatic deployment. 

 

The InfrastructureElement that has the service assigned by the HLO from among 

thepool is IE 6631d, which correspond to node aeros1-compute001 

 

This IE then has a rule registered with its self-orchestrator ordering a redeployment if 

resource usage exceeds a certain percentage. Additionally, the test service is 

intentionally modified to exceed normal usage and thus force degradation and the 

service’s redeployment. 
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Self-orchestrator will then reallocate the processing job to the other IE in the pool once 

the rule triggers and registers a message through IOTA. 

The IOTA message, tagged ‘self-orchestrator’, indicates the call to the associated EAT 

function to handle reallocation is made. 

 

Finally, we can see the service reallocated to the other node in the semi-automatic pool, 

IE 22625, which corresponds to the node aeros1-compute002 

 

 

KPI 1.5.6 # of IoT healing scenarios covered 

Table 59: KPI 1.5.6 # of IoT healing scenarios covered 
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KPI ID number 

and partner resp. 

KPI 1.5.6 

KPI Name # of IoT healing scenarios covered 

Description The KPI aims at measuring the potential situations that the self-healing procedures 

can take effect. 

Motivation Self-healing crystalizes the capability of autonomously recovering affected parts of 

the system both at the hardware and software level caused by failures or abnormal 

states. Self-healing can also restart the system to pre-established routines scheduling, 

if necessary. 

Target value 5 

Prerequisites IE’s hardware setup is complete. Definition and implementation of scenarios are ready 

to be tested on IE hardware. 

aerOS 

components (task) 

Self-healing (T3.5) 

Evaluation means The importance of the self-healing functionality needs to be shown with specific 

scenarios. So far, the following “healing scenarios” have been identified: Sensor 

Failure, Device Power Alert, Network Protocol Violation, Link Quality Issues, 

Communication Failure Indication (no messages received by IE). In the first phase, 

tests ARE completed locally in FOGUS lab, running the defined scenarios on IE's 

hardware. In the second phase tests will be completed in the different Pilots of the 

project. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

0 (no self-healing 

capabilities) 

3/5 (60%) 5/5 (100%) 

Outcome 

elaboration (M38) 

All five defined scenarios of the self-healing module have been fully implemented 

and validated under different conditions to analyse system behaviour and detect any 

possible failures or abnormal states. 

 

The module was successfully deployed in the Pilot 5 infrastructure, where its 

functionality was tested and confirmed. 
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Any failure or abnormal state that is detected by the algorithm of the Self-healing 

module generates an alert message in a structured JSON format, as shown below. 

Those alert messages are available through the API that the Self-healing module 

exposes, and this endpoint is accessible from other IE components (e.g. Self-API). 

 

In addition, the Self-healing module also interacts with the Trust Manager component. 

It posts the related JSON alert to the Trust Manager API, when a failure or abnormal 

state is detected. These alerts contribute to the calculation algorithm of the Trust 

Score. 

 

KPI 1.5.7 % of intrusion detected by the self-security 

Table 60: KPI 1.5.7 % of intrusion detected by the self-security 

KPI ID number 

and partner resp. 

KPI 1.5.7 

KPI Name % of intrusion detected by the self-security 

Description Indicates the ability to detect cybersecurity intrusions that have been made to the IE. 

Motivation Measuring the percentage of intrusions that the self-security component has been able to 

detect allows the performance of the self-security component to be measured. 

Target value >90% intrusions 

Prerequisites Have the self-security component installed and running in IE 

aerOS components 

(task) 

Self-security (T3.5) 
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Evaluation means In order to analyse this KPI, 3 different attacks will be launched on the IE where self-

security is installed and the ability of this component to detect will be tested. With this, 

the detection rate of the attacks will be calculated. 

Currently, the component is configured to detect "port scanning", "denial of service 

(DoS)" attacks and “Brute Force” attacks. Currently, the component is configured to 

detect "port scanning", "denial of service (DoS)" and brute force attacks. By the selection 

of very modular tools in aerOS, this lis can be extended in the future as other needs arise. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

N/A 0 (0%) 14/14 (100%) 

Outcome 

elaboration (M38) 
In order to test the component in the pilots that are using self-security, an script 

that is in charge of launching these three attacks has been generated: 

 

#!/bin/bash 

# Check if exactly one argument (IP) is passed 

if [ $# -ne 1 ]; then 

echo "Usage: $0 <TARGET_IP>" 

exit 1 

fi 

 

IP_TARGET=$1 

echo "The target IP is: $IP_TARGET" 

 

echo "Sending simulated HTTP POST requests..." 

for i in {1..15}; do 

curl -X POST \ 

-d "client_id=my-client" \ 

-d "username=test-user" \ 

-d "password=test-pass" \ 

-d "grant_type=password" \ 

http://$IP_TARGET:30383/auth/realms/master/protocol/openid-connect/token 

done 
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echo "Running basic nmap scan..." 

nmap $IP_TARGET -Pn -A -T4 

 

echo "Sending controlled SYN packets with hping3..." 

sudo hping3 --syn -p 8010 -c 100 $IP_TARGET 

echo "Testing completed." 

Self-security has been installed in the following pilots: Pilot 1.1, Pilot 2, Pilot 3, 

Pilot 4 and Pilot 5. 

Below are the detection results for each of these: 

Pilot 1.1 

In this pilot, self-security was able to detect the three attacks: 
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Pilot 2 

In this pilot, the Keycloak instance is not accessible from the network, this is 

installed in a cloud that is not accessible. For this cause, in this pilot only 2 attacks 

were implemented and detected: 
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Pilot 3 

In this pilot, self-security was able to detect the three attacks: 

 

Pilot 4 
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In this pilot, self-security was able to detect the three attacks: 

 

Pilot 5 

In this pilot, self-security was able to detect the three attacks: 
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aerOS decentralised AI 

KPI 1.6.1 Realising decentralized AI/ML with scalability 

comparable to centralized approach (KVI-4.1) 

Table 61: KPI 1.6.1 Realising decentralized AI/ML with scalability comparable to centralized approach (KVI-4.1) 

KPI ID number 

and partner resp. 

KPI 1.6.1 

KPI Name Realising decentralized AI/ML with scalability comparable to centralized 

approach (KVI-4.1) 
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Description Scalability is the ability of AI algorithms, data, models, and infrastructure to operate 

at the size, speed, and complexity required. aerOS should operate with or be validated 

with at least three applications of decentralized AI. 

Motivation Decentralized AI/ML should not negatively influence operations of AI-based system 

compared with a centralized AI/ML. 

Target value >=3 applications 

Prerequisites aerOS deployment ready with final (or close to final) version of base components and 

aux AI components ready for evaluation 

aerOS 

components (task) 

AI Task Controller, AI Local Executor (T4.3) 

Evaluation means Three decentralized AI applications will be identified in   and their scalability will be 

evaluated with proper tests or justification. One application will be based on 

experiments on decentralized vs centralized model training, the other two will be based 

on model inference in a decentralized and centralized approach. For model training 

evaluation metrics will cover time of training, trained model performance. For model 

inference metrics will cover: inference time and resource utilization (memory, CPU). 

Plan for a model training-based application: 

• Run model training at least 3 times in a centralized approach (can be outside 

aerOS) and measure evaluation metrics 

• Prepare a model to be trained with a decentralized approach on several aerOS 

IEs 

• Run at least 3 times the training process using IEs selected by aerOS and each 

time measuring evaluation metrics 

• Results from decentralized tests will be averaged to be compared with 

averaged results for a centralized approach 

Plan for a model inference-based application: 

• Run at least 3 times a set number of inferences on a model over a selected 

period of time in a centralized approach (can be outside aerOS deployment) 

and each time measure evhttps://nextcloud.aeros-

project.eu/apps/files/files/291863?dir=%2FaerOS%2F2%20-

%20Work%20Packages%2FWP5%20-

%20aerOS%20integration%2C%20use%20cases%20deployment%20and%2

0validation%2FDeliverables%2FD5.6%2FOLD%20FILES&openfile=trueal

uation metrics 

• Run at least 3 times a set number of inferences on a model over a selected 

period of time using IEs selected by aerOS and each time measure evaluation 

metrics 

• Results from decentralized tests will be averaged to be compared with 

averaged results for a centralized approach 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 
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Measured value 

(% achieved) 

N/A N/A 100% achieved: 3 

applications (2 inference, 1 

training) 

Outcome 

elaboration (M38) 

According to the stated evaluation means, three different machine learning applications 

were tested upon aerOS continuum. One application for comparing the decentralized 

and centralized training with a CNN model trained on the FashionMNIST dataset. Two 

applications for testing the inference behavior in centralized and decentralized 

environments a CNN and MLP models evaluated on the MNIST dataset. We have 

measured and compared the evaluation metrics. 

During the experiments, models were first trained and then tested to evaluate their 

performance. We collected train and test loss values from each run, as well as test 

accuracy. Additionally, the training and testing procedures were benchmarked to 

gather the elapsed time (in seconds). Finally, we measured the resource (RAM and 

CPU) usage during the experiments. 

In both scenarios, the experiments were run on GNU/Linux-based OS, on x64 CPUs 

(14 cores for local setup, 4 cores for aerOS setup), and in both cases with 16GB of 

RAM. All resource consumption metrics were measured and recorded with k8s tools 

(i.e., Prometheus, Grafana, Kepler). 

First, the models were ran outside of aerOS. inside a local cluster. The results of the 

resource usage during the experiments are as follows. 

 

First, these are the results of the CNN (2 hidden layers) training on the FashionMNIST 

dataset. The model was trained in 10 epochs. After the last epoch it was tested (once). 

The consecutive number are the results from the three runs. 
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Next, a different CNN model (with 2 hidden layers) trained on MNIST. This time the 

model was trained in 5 epochs. However, it was tested 20 times to get a more precise 

average behavior (time) during inference. 

 

 

Finally, the MLP model (with 3 hidden layers) results. The experiments setup was the 

same as for the previous CNN model. 

 

 

Next, the experiments were run in aerOS cluster. The setup for the experiments was 

the same as for the local experiments. The results are as follows. One can see that the 

average CPU and RAM usage was slightly lower, in favor of aerOS. 
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Next, the CNN trained on FashionMNIST had a very similar quality results (as 

expected), however the elapsed time needed for training (and inference) was better 

(about 2 times faster). 

 

 

The inference-focused tests on the CNN model and the MNIST dataset showed that 

the quality remains unchanged however the inference is faster. 
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And here, similarly to the previous CNN model, the MLP time results are again better 

in favor of aerOS. 

 

 

Therefore, the conclusion is that using aerOS for the AI experiments had no negative 

impact on the operation of the models. Furthermore, their speed and resource usage 

was improved in aerOS. The code of the experiments is available here: 

https://gitlab.aeros-project.eu/wp4/t4.3/ai-experiments/-/tree/dev 

 

Moreover, the model training was also tested using Federated Learning (FL) 

components. To compare the performance between centralized and decentralized 

training approaches, experiments were carried out on two different infrastructures: 

1. Single Local Virtual Machine (Centralized setup): CPU: Intel(R) Xeon(R) 

CPU E5-2673 v4 @ 2.30GHz (2 cores, 4 processors), RAM: 16 GB 

Services were deployed and run as images within amd64 Linux Docker 

containers, so that a consistent software environment is ensured across 

conducted experiments. 

2. aerOS Continuum (Decentralized setup): Deployed semi-automatically on 

two identical nodes (IEs) within the CloudFerro domain with the 

parameter, CPU: x64 Architecture, 4 cores, RAM: 15.6 GB 

Training was performed simultaneously on two clients (Local Operations), with the 

Federated Averaging (FedAvg) algorithm used to aggregate model updates across the 

clients. The trained model was a simple neural network with a single hidden layer. This 

lightweight design was intentionally chosen, as the primary goal was to evaluate the 

performance of training within the aerOS continuum, rather than to maximize model 

accuracy. 

https://gitlab.aeros-project.eu/wp4/t4.3/ai-experiments/-/tree/dev


D5.6 – Technical evaluation, validation and assessment report (2) 

 

298 

   

The training dataset was generated semi-synthetically using the Extended Green Cloud 

Simulator (EGCS), a simulation model of CloudFerro green edge infrastructure. It 

represents resource utilization during computational task execution throughout the 

entire year and combines: (1) real weather condition data monitored by Electrum in the 

year 2024, (2) simulated resource utilization, (3) simulated resource demands of 

computational tasks generated based on real tasks processed in CloudFerro 

infrastructure. The training objective was to learn an effective task migration strategy 

— specifically, to identify when factors such as CPU usage and weather conditions 

should trigger task migration. The ultimate aim was to maximize the utilization of 

servers powered by green energy. 

The dataset was composed of 10156 observations in total and was divided into 4 

different subsets, each corresponding to an individual season of the year: (1) 2539 

observations, (2) 2750 observations, (3) 2727 observations, (4) 2143 observations. 

Such division was made in order to separate the patterns in the data that could 

depend on individual weather characteristics that may differ between the seasons. All 

of the subsets were subsequently randomly divided in half, as such representing the 

client’s local data used for training. The experiments were run for each data subset 

separately, resulting in running 4 training experiments on each infrastructure.  

 

The results of the experiments were stored using the FL repository (i.e. service 

belonging to FL components collection) and collected using its Swagger API as 

indicated on the following figure: 

 

Moreover, the training time was obtained by processing logs coming from individual 

client’s containers 
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The results for all experiments were then averaged in order to compare centralized and 

decentralized approaches. In particular, the following outcomes were obtained: 

1. Centralized: 57.2% (Accuracy), 116.2 s (Training Time) 

2. Decentralized: 54.2% (Accuracy), 102.8 s (Training Time) 

The average results showcase that the decentralized approach yields comparable results 

to the centralized one. Detailed results of the experiments with the applied experiments 

setup can be found in https://gitlab.aeros-project.eu/wp4/t4.3/fl-experiments. 

KPI 1.6.2 Energy consumption reduction due to moving AI from 

cloud to the edge (KVI-4.2) 

Table 62: KPI 1.6.2 Energy consumption reduction due to moving AI from cloud to the edge (KVI-4.2) 

KPI ID number 

and partner resp. 

KPI 1.6.2 

KPI Name Energy consumption reduction due to moving AI from cloud to the edge (KVI-

4.2) 

Description Energy consumption should be decreased for AI being run closer to the edge, possibly 

on local data and with frugal adjustment. 

Motivation aerOS aims to establish what are the benefits and trade-off resulting from moving AI 

closed to the edge. 

Target value > 50% (on average on tested scenarios) 

Prerequisites aerOS deployment ready with final (or close to final) version of base components and 

aux AI components ready for evaluation in development/integration environment. 

aerOS 

components (task) 

AI Local Executor, AI Task Controller, frugal techniques (T4.3) 

Evaluation means Experiments will be conducted to measure energy consumption when running model 

inference on elements with different processing capabilities – cloud vs edge. For edge 

https://gitlab.aeros-project.eu/wp4/t4.3/fl-experiments
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deployments frugal techniques will likely be applied. During analysis in M24-M36 a 

proper evaluation metrics will be selected. 

Evaluation plan: 

• Running at least 3 times a set of inferences over a period of time over a model 

deployed in the cloud where data needs to be sent from edge IEs to the cloud; 

each time measure evaluation metrics 

• Running at least 3 times a set of inferences over a period of time over a model 

deployed on edge IEs with local access to data; each time measure evaluation 

metrics 

• Running at least 3 times a set of inferences over a period of time over a frugal 

model (model from previous points after application of quantization/pruning) 

deployed on edge IEs with local access to data; each time measure evaluation 

metrics 

• Compared averaged results from three above options 

• The energy consumption of the running processes is foreseen to be established 

from information gathered using Kepler (a k8s monitoring tool). 

Measurement 

period Baseline 

M24 

(Deliverable 

D5.5) 

M38 

(Deliverable 

D5.6) 

Measured value 

(% achieved) 

From research literature: 

• BERT LM 

• experiment used 8 V100 GPUs for 36 

hours and used a total of 37 kWh. 

• Three sizes of DenseNets on MNIST 

lasted between 20 and 25 minutes and 

consumed between 20 and 38Wh 

• Energy reduction achieved with proposed 

methods for Microsoft Azure cloud 

compute platform was less than 27%. 

• Energy consumption on centralized vs 

distributed approach decreased, on 

average, less than 10%. 

N/A 15-35% 

Outcome 

elaboration (M38) 

The final experiments included not only model inference but also  model training, as 

the training process is more resource-intensive and computationally demanding, 

making it a better indicator of energy consumption. The experiments followed the same 

scenarios defined in KPI 1.6.1. 

These are the results of the experiments from the previous KPI (CNN/MLP, 

MNIST/FashionMNIST) running outside of aerOS. 
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And these are the results obtained in aerOS. 

 

One can notice that the power usage in aerOS is higher. However, it’s important to 

note that the time required to finish the experiments was different. For aerOS it was 29 

minutes, and outside of aerOS it was 51 minutes. Therefore, the energy consumption 

was as follows. 

Outside aerOS: ~225 kJ 

Inside aerOS: ~205 kJ 

Therefore the energy consumption during the experiments was reduced by ~9% in 

aerOS. 

Next, what follows are the FL experiments. The experiments were carried out on two 

different infrastructures: 

2. Single Local Virtual Machine (Centralized setup): CPU: Intel(R) Xeon(R) 

CPU E5-2673 v4 @ 2.30GHz (2 cores, 4 processors), RAM: 16 GB 

Services were deployed and run as images within amd64 Linux Docker 

containers, so that a consistent software environment is ensured across 

conducted experiments. 

3. aerOS Continuum (Decentralized setup): Deployed semi-automatically on 

two identical nodes (IEs) within the CloudFerro domain with the 

parameter, CPU: x64 Architecture, 4 cores, RAM: 15.6 GB 

Training was performed simultaneously on two clients (Local Operations), with the 

Federated Averaging (FedAvg) algorithm used to aggregate model updates across the 

clients. The trained model was a simple neural network with a single hidden layer. 

The training dataset was generated semi-synthetically using the Extended Green 

Cloud Simulator (EGCS), a simulation model of CloudFerro green edge 

infrastructure. It represents resource utilization during computational task execution 

throughout the entire year and combines: (1) real weather condition data monitored 

by Electrum in the year 2024, (2) simulated resource utilization, (3) simulated 

resource demands of computational tasks generated based on real tasks processed in 

CloudFerro infrastructure. The training objective was to learn an effective task 

migration strategy — specifically, to identify when factors such as CPU usage and 

weather conditions should trigger task migration. The ultimate aim was to maximize 

the utilization of servers powered by green energy. 

The dataset was composed of 10156 observations in total and was divided into 4 

different subsets, each corresponding to an individual season of the year: (1) 2539 

observations, (2) 2750 observations, (3) 2727 observations, (4) 2143 observations. 

Such division was made in order to separate the patterns in the data that could 

depend on individual weather characteristics that may differ between the seasons. All 

of the subsets were subsequently randomly divided in half, as such representing the 

client’s local data used for training. The experiments were run for each data subset 

separately, resulting in running 4 training experiments on each infrastructure.  
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The results of the experiments were stored using the FL repository (i.e. service 

belonging to FL components collection) and collected using its Swagger API. 

 To measure energy consumption on the local machine, the Windows powercfg utility 

was used to generate an energy report, as presented in the following figures. 

 

 

A custom script was then developed to extract relevant resource utilization metrics 

from this report, such as: (1) CPU utilization, (2) timer resolution requests, and (3) 

counts of devices preventing sleep states. 

These metrics were subsequently used to estimate the system’s energy consumption. 

The script used in these computations is provided along with the detailed experimental 

results in https://gitlab.aeros-project.eu/wp4/t4.3/fl-experiments. 

For the aerOS continuum setup, Kepler (Kubernetes-based Efficient Power Level 

Exporter) was used to monitor and measure energy consumption at the node level for 

https://gitlab.aeros-project.eu/wp4/t4.3/fl-experiments
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each client. The final energy consumption results were then averaged for each of the 

conducted experiments. In particular, the following results have been obtained: 

1. Subset 1: 44064J (Local machine), 29035J (aerOS), ~35% reduction 

2. Subset 2: 45744J (Local machine), 39304J (aerOS), ~15% reduction 

3. Subset 3: 38016J (Local machine), 36261J (aerOS), ~5% reduction 

4. Subset 4: 42048J (Local machine), 28981J (aerOS), ~32% reduction 

Observably, the highest reduction was obtained for the experiments conducted on 

Subset 1 and Subset 2, which may be attributed to smaller size of these dataset and 

shorter time of training. Specifically, in those cases the the resources were occupied 

for a shorter time with running services, which maintenance contributed the most to 

the energy consumption on local machine. While minor variations may still arise from 

hardware differences, using containerized execution in Linux-based environments for 

both experiments supports the argument that the observed reductions in energy 

primarily reflect the effects of decentralized execution, resource distribution, and 

workload scheduling, rather than OS-level or software discrepancies. It is also 

important to stress that although the achieved reduction is below estimated threshold 

of 50%, the conducted experiments did not cover the reduction of energy associated 

with data transfers that are a typical in cloud systems. 

To roughly estimate the potential reduction that can come up from omitting the 

necessity of data transfers, a preliminary experiment was run, where the entire dataset 

used for training was transferred using scp command between two VMs (with 

parameters equivalent to those of the centralized test). During the experiment, the CPU 

and memory usage were measured and then used to estimate average power 

consumption. Throughout the data transfer, it the average power usage was equal to 

23.72W with total energy reaching 14877.29J. When scaled proportionally to the sizes 

of the sub-datasets, this value represents approximately 8% of the total energy 

consumed in the local setup. 

Although this estimate should be interpreted with caution (given the limitations in 

measurement accuracy) it nevertheless suggests that a decentralized approach could 

yield up to 8% energy savings by eliminating the need for data transfer.  

 

The original target value of above 50% was very ambitious since energy consumption 

depends on various factors (model architecture, data location, resources). 

From research literature referenced in the KPI baseline description, results from other 

studies reported energy consumption reduction of less than 27% and less than 10%. 

Moreover: 

• In https://doi.org/10.1016/j.iot.2023.100930 - Power consumption reduction for IoT 

devices thanks to Edge-AI: Application to human activity recognition – reported 

achieved energy consumption reduction was up to 21%. 

• In article New tools are available to help reduce the energy that AI models devour 

(https:// news.mit.edu/2023/new-tools-available-reduce-energy-that-ai-models-

devour-1005) - up to 80% reduction in energy consumption can be obtained by training 

the model with proper early stopping criterion (note: this result is very promising 

however it is not related to moving AI from cloud to edge). The largest contributor to 

emissions is reported to be model inference and it can be addressed by proper hardware 

selection. Northwestern University reported that they created an optimiser than 
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matches model with hardware and resulting energy consumption reduction was by 10-

20% without significant drop in quality of service. 

• In https://arxiv.org/abs/2206.05229 - Measuring the Carbon Intensity of AI in Cloud 

Instances - paper is about CO2 emission, however energy consumption values fo 

different models (LM, NLP, computer graphics) are also given along with experiments 

on emission reduction. Emission reduction formula uses energy consumption, and 

achieved emission reduction results were about 27%. Even though methods described 

in the article are different that aerOS approach, the result can be meaningful to our 

estimations. 

• In https://ieeexplore.ieee.org/document/8668812/ - The study showcase that the 

energy consumption can be reduced from 14% up to 25% by fully shifting to 

distributed edge architectures. In such cases, the total consumption heavily depends on 

the network energy consumption. 

KPI 1.6.3 Validation of comprehensive support, by aerOS, for 

distributed frugal AI components with explainability (KVI-4.3) 

Table 63: KPI 1.6.3 Validation of comprehensive support, by aerOS, for distributed frugal AI components with 

explainability (KVI-4.3) 

KPI ID number 

and partner resp. 

KPI 1.6.3 

KPI Name Validation of comprehensive support, by aerOS, for distributed frugal AI 

components with explainability (KVI-4.3) 

Description Identification of applications (within use cases/scenarios) in which distributed frugal 

AI components potentially supported by explainability should be applicable. 

Motivation aerOS will operate on heterogenous Infrastructure Elements with both internal 

decision-making and potentially AI-related services. This heterogeneity may require 

for application of frugal techniques to enable effective operations and 

interpretability/explainability to provide additional information about the decision 

making. 

Target value >= 2 frugal applications, >= 2 XAI applications 

Prerequisites Advanced or finalized design of aerOS internal operations and architectures for the 

pilots 

aerOS 

components (task) 

AI Local Executor, AI Task Controller, frugality techniques, explainability techniques 

(T4.3) 

Evaluation means An in-depth review of all the aerOS scenarios and continuum was addressed. 

Every AI service that is trained with: (1) datasets sizes smaller by min 30% of the 

estimated full dataset, (2) using resources with limited capacities requiring application 

of frugal techniques, will be considered as a frugal application. 

A survey was conducted with different end-users from those aerOS scenarios that claim 

that are making use of explainable AI. If the feedback obtained is higher than 50%, it 

will be considered as an acceptable XAI application. 

https://ieeexplore.ieee.org/document/8668812/
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Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

N/A 1 XAI application in 

progress, 1 identified to be 

done – 40% 

0 frugal applications (but 

still under analysis) 

Total = 20% 

2 XAI applications 

(internal use case and in 

pilot 5) 

2 frugal applications (both 

in pilot 5) 

Total = 100% 

Outcome 

elaboration (M38) 

XAI approaches have been successfully applied in two different scenarios. The first 

scenario involved the aerOS internal resource allocator (HLO) that used a 

reinforcement learning approach in its decision-making process. Our proposed solution 

for explaining the HLO behaviour was to apply SHAP (SHapley Additive 

exPlanations) method to understand what input features to the HLO were the most 

important for each decision it took. The solution was deployed as a function in aerOS 

using the Embedded Analytics Tool (EAT) that provided an environment for the 

function to run and a tool to visualize the results of the function (i.e., Grafana). The 

code of the explainer is available here: https://gitlab.aeros-

project.eu/wp4/t4.3/explainability-service/-/tree/main/hlo-explainer-faas 

An example of the visualization, where each row represents an input feature and its 

magnitude of importance for a particular decision: 

 

 

Next, using the gathered experience, we determined another useful application of the 

XAI in aerOS. The use case was observed for the Pilot 5, where a tree-based machine 

learning algorithm (i.e., xgboost) was used for predicting energy consumption. Our 

approach for explaining the model outcomes was to use SHAP-based explainer. The 

solution was deployed like before, as a function inside EAT in the pilot’s cluster. The 

code of the explainer is available here: https://gitlab.aeros-project.eu/pilots/pilot-

5/forecasting-health-energy/-/tree/dev/src/app/xai/openfaas 

 

The visualization uses a force plot, where each input feature’s impact on the expected 

output value (either increasing it or lowering it), leading to the final ML model output. 

Here is an example taken from Pilot 5: 

https://gitlab.aeros-project.eu/pilots/pilot-5/forecasting-health-energy/-/tree/dev/src/app/xai/openfaas
https://gitlab.aeros-project.eu/pilots/pilot-5/forecasting-health-energy/-/tree/dev/src/app/xai/openfaas
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The application of XAI was measued by number of use cases addressed. The survey 

was not conducted as an evaluation method because in case of the mentioned use cases  

there was a close collaboration with target reciepients of XAI output. This was a small 

and very targeted group so survey would not have provided any additional insight. 

Survey would be applicable in case of XAI directed at more heterogenous end user 

which was not the case in analyzed use cases. 

The frugal approach was applied in Pilot 5 in two different use case scenarios. The first 

scenario involves the machine learning algorithm for predicting the energy 

consumption. The technique applied to make the models more efficient is architecture 

search trying to find a model that is smaller yet with similar quality of the original one. 

The other scenario involves minifying tree-based machine learning models used in the 

pilot for forecasting environmental parameters. The approach was the same as before. 

The experiments code is available here: 

https://gitlab.aeros-project.eu/pilots/pilot-5/forecasting-health-energy/-

/tree/dev/src/app 

 

During the architecture search the candidate models were constrained to be at least as 

good as the original ones (measured in RMSE and R-squared). All the selected frugal 

models were not only at least as good as the original ones but slightly better. The results 

of size measurements are as follows. 

Model Original size [KB] Reduced size [KB] 

Energy consumption 412 111 

CO2 783 115 

PM1 764 61 

PM2.5 757 32 

PM10 764 32 

Temperature 761 55 

Humidity 786 169 

 

An example of a visualization of the energy model behaviour during the architecture 

search. Each blue dot is a test metric result (RMSE in this case) for a model trained 

with a set of hyperparameters. The green region contains models that are smaller and 

better than the original one. One can see that there are multiple candidates, however as 

per our objective we chose the smallest one that was at least as good as the original 

one. 

https://gitlab.aeros-project.eu/pilots/pilot-5/forecasting-health-energy/-/tree/dev/src/app
https://gitlab.aeros-project.eu/pilots/pilot-5/forecasting-health-energy/-/tree/dev/src/app
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KPI 1.6.4 Delivery of cookbook/good practices manual for 

explainable frugal AI near the edge (KVI-4.4) 

Table 64: KPI 1.6.4 Delivery of cookbook/good practices manual for explainable frugal AI near the edge (KVI-4.4) 

KPI ID number 

and partner resp. 

KPI 1.6.4 

KPI Name Delivery of cookbook/good practices manual for explainable frugal AI near the 

edge (KVI-4.4) 

Description Description of good practices based on target value of application that would guide IoT 

developer to select the best approach. 

Motivation Application of explainability and frugal techniques needs to be customized to a 

scenario being considered. Therefore, what is required is a set of good practices that 

would guide the IoT developer in selecting the best approach. 

Target value >= 3 (pilot-specific) 

Prerequisites Available results of evaluation of AI-based applications in the pilots and results of 

evaluation of aerOS deployment in the pilots. Results coming from all pilots in which 

AI was utilized, the most insightful will be selected for good practices preparation. 

aerOS 

components (task) 

Explainability techniques, frugality techniques (T4.3) 

Evaluation means Number of guidelines formulated, where a guideline is understood as a set of rules or 

remarks related to a specific feature or use case. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 
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Measured value 

(% achieved) 

0 N/A 3 (100%) 

Outcome 

elaboration (M38) 

The good practices formulated are based on the most insightful applications of frugal 

and/or explainable AI in aerOS deployments. AI was used in both internal scenarios 

(AI being part of aerOS components) and external scenarios (AI being part of a 

business use cases executed using aerOS deployment) that both can serve as reference 

guiding scenarios. Practical implementation of researched techniques exposed 

potential advantages but also challenges related to the efficient deployment and 

integration with other techniques. 

Use cases that were studied are: explainability in service allocation (HLO, grey-box 

allocator) and in energy consumption prediction (Pilot 5), frugality in AI-based self-

optimization (aerOS self-optimization component) as an example scenario of potential 

anomaly-detection task deployed in aerOS, application of frugality to AI models in 

Pilot 5. 

The guidelines were described in a section of the aerOS Read The Docs 

(https://docs.aeros-project.eu/en/latest/ai_analytics/frugal/cookbook/index.html)  

KPI 1.6.5 Decentralized frugal AI techniques available 

Table 65: KPI 1.6.5 Decentralized frugal AI techniques available 

KPI ID number 

and partner resp. 

KPI 1.6.5 

KPI Name Decentralized frugal AI techniques available 

Description Techniques applied to provide frugality to AI in aerOS or aerOS-based deployments 

where AI operations in restricted conditions need to be supported. 

Motivation aerOS will operate on heterogenous Infrastructure Elements with both internal 

decision-making and potentially AI-related services. This heterogeneity may require 

for application of frugal techniques to enable effective operations. 

Target value >= 3 techniques 

Prerequisites N/A 

aerOS 

components (task) 

Frugality techniques (T4.3) 

Evaluation means Number of frugality techniques that have been evaluated for their effectiveness and for 

which applicability to aerOS scenarios was studied. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

N/A 2 techniques (50%) 3 techniques (100%) 

https://docs.aeros-project.eu/en/latest/ai_analytics/frugal/cookbook/index.html
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Outcome 

elaboration (M38) 

Three techniques have been implemented and experimented with: quantization, 

pruning and knowledge distillation. 

Quantization was used to reduce the precision of model weights from 32-bit floating-

point down to 8-bit integer representation, to decrease model size and speed up 

inference (while maintain reasonable results). Pruning was used to remove less 

important weights from a model to improve computational efficiency, without 

significantly impacting model quality.  Knowledge distillation was applied to transfer 

knowledge from a larger (more complex) model to a smaller model during pruning. 

In order to evaluate the behaviour of the mentioned methods experiments were 

conducted on a dataset with characteristics like datasets in aerOS deployment scenarios 

(i.e. monitoring readings with the aim of anomaly detection). The tests were run against 

CNN, RNN, and ResNet architectures. 

Code is available in the GitLab repository https://gitlab.aeros-

project.eu/wp4/t4.3/model-reduction-service. 

Following is an extract from the AI model reduction experiments (knowledge 

distillation results is included in the pruning results): 

 

Results were summarized in publication “Neural Network Compression for Resource 

Constrained Environments” (submitted for publication in Informatica journal). 

KPI 1.6.6 AI explainability techniques available 

Table 66: KPI 1.6.6 AI explainability techniques available 

KPI ID number 

and partner resp. 

KPI 1.6.6 

KPI Name AI explainability techniques available 

Description Techniques applied to provide interpretability/explainability in aerOS or aerOS-based 

deployments where AI interpretability/explainability can support the operations of the 

systems by enabling understanding of intelligent automatized decision-making. 

Motivation System with automatic intelligent decision-making should provide means to monitor and 

verify its behaviour. 

Target value >=2 techniques 

Prerequisites N/A 

aerOS components 

(task) 

Explainability techniques (T4.3) 

https://gitlab.aeros-project.eu/wp4/t4.3/model-reduction-service
https://gitlab.aeros-project.eu/wp4/t4.3/model-reduction-service
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Evaluation means Number of explainability techniques that have been evaluated for their effectiveness and 

for which applicability to aerOS scenarios was studied. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

N/A 1 technique – Shapley 

values for RL (50%) 

2 techniques (100%) 

Outcome 

elaboration (M38) 

The first technique based on Shapley values was proposed for service allocation (internal 

aerOS use case). The method iteratively explains each decision made by the service 

allocator. The explainer works following a FaaS approach, which is an architectural 

pattern that can be used in other use cases. 

The explainer is available in the GitLab repository: https://gitlab.aeros-

project.eu/wp4/t4.3/explainability-service 

This technique was tested as part of aerOS allocation process, e.g. in MVP2 demo. The 

following figures show examples of explanation of a single decision made by HLO that 

is shown in Embedded Analytics Tool. 

 

 

 

The second technique was investigated as part of proposed alternative service allocation 

mechanism based on a grey-box model approach. Gray-box modelling is an architecture-

based XAI technique where the model is designed to provide compartmentalized 

intermediate steps that can be validated separate from the overall model. This design 

results in explainability through tiered predictions, where because the inputs to further 

steps in the algorithm or model are separate and trained/designed for a specific purpose, 

https://gitlab.aeros-project.eu/wp4/t4.3/explainability-service
https://gitlab.aeros-project.eu/wp4/t4.3/explainability-service
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model outputs can be traced and tracked back to which intermediate component made 

the prediction. 

aerOS components, such as self-scaling utilize this approach, generating independent 

predictions of future usage of several system resources. These predictions are then 

combined to produce an estimated number of replicas a Component may need to provide 

reliable service. 

The respective code is available at: https://gitlab.aeros-project.eu/wp3/t3.5/self-scaling 

Research published in: J. J. García et al., "Towards More Explainable and Traceable AI: 

Gray-boxed Design in a Case of Microservice Allocation," 2024 International 

Conference on INnovations in Intelligent SysTems and Applications (INISTA), Craiova, 

Romania, 2024, pp. 1-6, doi: 10.1109/INISTA62901.2024.10683838. 

aerOS common API 

KPI 1.7.1 % of aerOS core services exposed through OpenAPI 

Table 67: KPI 1.7.1 % of aerOS core services exposed through OpenAPI 

KPI ID number 

and partner resp. 

KPI 1.7.1 

KPI Name % of aerOS core services exposed through OpenAPI 

Description This KPI measures the proportion of aerOS's core services that are accessible through 

an OpenAPI. The goal is to ensure that a significant part of the system's functionality 

is available via well-defined and standardised interfaces. 

Motivation Exposing services through OpenAPIs facilitates integration with other systems, 

encourages developer engagement, and supports a modular, scalable architecture. It 

enables third-party developers to easily connect with and build upon the aerOS 

platform, fostering innovation and expanding the system's capabilities. 

Target value >50% 

Prerequisites The exposed APIs of each aerOS component must be provided and can be reachable 

and interactive, providing the expected results. 

aerOS 

components (task) 

HLO (T3.3), Context Broker (T4.2), and Data Fabric (T4.2) 

Evaluation means The evaluation will involve identifying the total number of core aerOS services, 

involved in the project. At least 50% of these services must expose their components 

via Open API. The OpenAPI endpoints will be documented through screenshots for 

verification. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

0 25% of aerOS core 

services (50%) 

88% of aerOS core services 

(176% of accomplishment) 

https://gitlab.aeros-project.eu/wp3/t3.5/self-scaling
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Outcome 

elaboration (M38) 

The core services identified in aerOS are: HLO, Orion-LD Context Broker, IdM 

Keycloak, OpenLDAP, KrankedD API Gateway, Data Fabric, Self-* modules, 

Management Portal. 

Context Broker API: 

 

 

 

 

Federator API: 
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HLO API: 

 

 

LLO API: 

 

Data Fabric API: 
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DPM API: 

 

Self-Capabilities API: 

 

 

 

 

IdM API: 
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IOTA API: 
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KPI 1.7.2 OpenAPI UIs for documenting APIs and generating code 

Table 68: KPI 1.7.2 OpenAPI UIs for documenting APIs and generating code 

KPI ID number 

and partner resp. 

KPI 1.7.2 

KPI Name OpenAPI UIs for documenting APIs and generating code 

Description These UIs will make it easier for developers to understand and work with the aerOS 

APIs. By providing clear documentation and tools for code generation, developers can 

more efficiently integrate their services with aerOS, reducing development time and 

potential errors 

Motivation The motivation behind this KPI is to enhance developer experience and productivity 

by providing comprehensive and accessible documentation of the aerOS APIs. With 

well-documented APIs and integrated code generation tools, developers can quickly 

grasp the functionality and implementation details of aerOS services. This leads to 

faster integration, fewer development errors, and a more streamlined development 

process. Ultimately, it supports the goal of creating a robust, developer-friendly 

ecosystem around aerOS. 

Target value 2 

Prerequisites The aerOS domain OpenAPI must be provided 

aerOS 

components (task) 

HLO (T3.3), Context Broker (T4.2), and Data Fabric (T4.2). 

Evaluation means The evaluation of this KPI will involve several steps. First, it will require the 

identification of the main aerOS exposed APIs that will be documented using OpenAPI 

UIs. The success of these UIs will be measured by their completeness and usability. 

Evidence of successful implementation will be provided through access to the UIs, user 

guides, and examples of generated code. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 
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Measured value 

(% achieved) 

0 1 (50%) 2 (100%) 

Outcome 

elaboration (M38) 

First, one OpenAPI UI has been successfully implemented, providing comprehensive 

documentation for the aerOS components (KPI 1.7.1). Below is a screenshot of the 

Swagger page for the exposed services, showcasing the OpenAPI documentation: 

 

Second, based on the API documentation a low code generator has been created. This 

is capable to generate Node-RED, behavior tree or scratch blocks based on the API 

definitions: 
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KPI 1.7.3 Create Protocol Buffers definition for intra-

orchestration module communication 

Table 69: KPI 1.7.3 Create Protocol Buffers definition for intra-orchestration module communication 

KPI ID number 

and partner resp. 

KPI 1.7.3 

KPI Name Create Protocol Buffers definition for intra-orchestration module communication 

Description This KPI aims to develop three Protocol Buffers definitions to facilitate 

communication between different modules within the aerOS orchestration layer. 

Protocol Buffers is a method of serializing structured data 

Motivation Using Protocol Buffers enhances the efficiency and reliability of data interchange 

between modules. This approach ensures consistent, lightweight, and backward-

compatible communication, crucial for maintaining the robustness and scalability of 

the orchestration layer. 

Target value 3 

Prerequisites Identification and documentation of all modules within the aerOS orchestration layer 

that require Kakfa communication. 

aerOS 

components (task) 

HLO (T3.3) 

Evaluation means The evaluation will involve identifying and documenting the different modules within 

the aerOS orchestration layer that require Kafka communication. The team developed 

Protocol Buffers definitions for each identified communication pathway. The 

definitions are documented and it is confirmed that they are consistent and lightweight. 

Evidence of successful implementation will be provided below through code 

repositories and integration examples. 
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Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

N/A 4 (133%) 5 (166%) 

Outcome 

elaboration (M38) 

Five Protocol Buffers definitions have been successfully identified and documented, 

exceeding the original target. These definitions facilitate communication among the 

following components: 

• HLO Allocator 

• HLO Data Aggregator 

• HLO Deployment Engine 

• HLO Front End 

 

Five Protocol Buffers definitions have been developed, tested, and integrated, ensuring 

they are consistent, lightweight, and backward compatible. Below is a screenshot of 

the code repository showcasing the developed Protocol Buffers definitions. 
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D5.6 – Technical evaluation, validation and assessment report (2) 

 

321 

 

Finally, the following screenshots depict some integration examples in the HLO 

Frontend code. First, some automatically generated code by the protobuf compiler for 

Python, and then part of the code of the Kafka client. 
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KPI 1.7.4 Reduce time to deploy service functions by non-technical 

team members using low code tool integrations 

Table 70: KPI 1.7.4 Reduce time to deploy service functions by non-technical team members using low code tool 

integrations 
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KPI ID number 

and partner resp. 

KPI 1.7.4 

KPI Name Reduce time to deploy service functions by non-technical team members using 

low code tool integrations 

Description This KPI focuses on decreasing the time required for non-technical team members to 

deploy service functions within aerOS by over 40%, leveraging low-code tool 

integrations. 

Motivation Facilitating faster deployment of service functions by non-technical staff can 

significantly enhance operational efficiency. By integrating low-code tools, aerOS can 

democratize the deployment process, enabling a broader range of team members to 

contribute to service development and management, thus accelerating the project 

lifecycle and reducing dependency on technical specialists. 

Target value Improvement of >40% over a baseline 

Prerequisites Have a protocol compatible with the low-code tool to be used. ROS, MQTT and web-

sockets are currently supported. 

aerOS 

components (task) 

Low-code Tools and AsyncAPI (T3.2) 

Evaluation means The evaluation of this KPI will involve several key steps. Initially, a baseline 

measurement of the time currently required for non-technical team members to deploy 

service functions without low-code tools will be established. Following this, 

appropriate low-code tools will be identified and integrated into the aerOS 

environment. The deployment time will then be measured and compared to the baseline 

to determine the percentage reduction achieved. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

40 seconds 20 seconds (120%) 20 seconds (120% 

improvment) 

Outcome 

elaboration (M38) 

To date, the integration and use of aerOS Low-code Tools and AsyncAPI have been 

tested in a pilot with Siemens, focusing on reprogramming the behaviour of multiple 

Automated Guided Vehicles (AGVs). This pilot involved two main AGV skills: 

navigation from point to point and lifting boxes. Traditionally, non-technical users 

needed 40 seconds to reconfigure an AGV using PLC methods, despite the HMI 

available for the PLC. With AsyncAPI and low-code tools, skills were defined in an 

AsyncAPI document, and plugin blocks for the low-code tool (behaviour trees) were 

generated. This allowed non-technical users to reprogram the AGV in runtime using 

an intuitive web GUI, reducing the time to 20 seconds and making training much 

shorter. This progress demonstrates our commitment to enhancing operational 

efficiency by empowering non-technical team members to deploy and manage service 

functions more quickly. A video showing the time differences between doing the same 

task using and not using low code tools could be found here: https://nextcloud.aeros-

project.eu/apps/files/files/292399?dir=/Mid-term-review-aerOS-PO-

Reviewers&openfile=true 

https://nextcloud.aeros-project.eu/apps/files/files/292399?dir=/Mid-term-review-aerOS-PO-Reviewers&openfile=true
https://nextcloud.aeros-project.eu/apps/files/files/292399?dir=/Mid-term-review-aerOS-PO-Reviewers&openfile=true
https://nextcloud.aeros-project.eu/apps/files/files/292399?dir=/Mid-term-review-aerOS-PO-Reviewers&openfile=true
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aerOS management framework 

KPI 1.8.1 # of federated domains in all aerOS continuums 

Table 71: KPI 1.8.1 # of federated domains in all aerOS continuums 

KPI ID number 

and partner resp. 

KPI 1.8.1 

KPI Name # of federated domains in all aerOS continuums 

Description This KPI will quantify the total number of aerOS domains that have been created (and 

have been functionally deployed) in the project. It refers to all the domains that will 

have been federated. It gathers both the domains coming from specific pilots and those 

created for development or integration purposes, as long as they are federated with 

other domains. 

Motivation The motivation of this KPI is to represent the soundness of the design of “domain” 

concept. The goal is to be able to demonstrate that the theoretical design of IEs inside 

domains (i.e., designed and created by system administrators based on different 

criteria, such as topological sense, geographical proximity, container management 

framework technology, among others) are well translated into real deployments. 

Target value 15 (total domains) / (in) 8 (continuums) 

Prerequisites A set of fully functional continuums (one for each pilot/testbench) composed by (at 

least) a functional domain with all the aerOS Basic Services running and all the IEs 

properly set up. 

aerOS 

components (task) 

aerOS Management Portal (T4.6), aerOS Federator (T4.6), Context Broker (T4.2 and 

T4.6), aerOS AAA (T3.4), API Gateway (T4.2). Despite using the portal to check the 

number of federated domains, the action is performed in the Orion-LD instances of the 

entry point domains of each continuum 

Evaluation means Total functional domains will be counted and indicated as the KPI. This will be 

endorsed by being able to connect to aerOS portal of the different continuums and 

checking the number of existing (and functional) domains in each. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 
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Measured value 

(% achieved) 

0 (nothing before 

aerOS) 

6 domains (40%) in 2 

continuums (25%). 

47 domains (313%) in 17 

continuums (213%) 

Outcome 

elaboration (M38) 

In M24 (D5.5), the installation of aerOS was being performed in the pilots following 

the first version of the installation guide (D5.2), so their continuums weren’t fully 

available at that point of time. Currently, the installation of aerOS has been 

successfully performed in all the pilots and in open call projects. Therefore, these 

continuums have been taken into consideration for this KPI: 

 

• Pilot 1.1, composed of 2 domains. 

 

 
 

• Pilot 1.2, with 2 domains 

• Pilot 1.3, composed of 3 domains 

• Pilot 1.4, with 3 domains 

 

 
 

• Pilot 2, with 4 domains 

 
 

• Pilot 3, with 2 domains 

• Pilot 4, composed of 3 domains 

 

 
 

• Pilot 5, with 2 domains 
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• Open Calls (Round 1): 7 continuums composed of a total of 9 domains 

• Open Calls (Round 2): 7 continuums composed of a total of 12 domains 

 

• aerOS MVP, composed of 2 domains 

 
 

• Internal testing environment of the UPV, composed of 3 domains 

 
 

The followed procedure consists of accessing to the domains section of the 

Management Portal of each continuum to count the number of federated and available 

(with Functional status) domains. Moreover, additional proofs (images of real 

equipment, etc.) are provided to improve the value of this KPI. 

KPI 1.8.2 # of continuum functionalities available and operational 

through the Management Portal 

Table 72: KPI 1.8.2 # of continuum functionalities available and operational through the Management Portal 

KPI ID number 

and partner resp. 

KPI 1.8.2 

KPI Name # of continuum functionalities available and operational through the 

Management Portal 

Description This KPI will quantify the total number of available functionalities to operate the 

resources and services operating the continuum that can be managed via the aerOS 

Management Portal. The various functionalities will be associated to resources (e.g., 

creation of IEs, removal of IEs from the continuum, domains enabling…), users 

management (e.g., creation, roles assignation, …), services (e.g., deployment, 

monitoring…) and/or data (i.e., inspecting the Data Fabric…). 

Motivation All continuum management functionalities will be available via APIs. This is managed 

by T3.2 and will serve as the basis for aerOS continuum establishment. However, some 

of them will also be available via an UI (in the aerOS portal). The motivation of this 

KPI is to represent how many of them will be usable via the UI, enlarging the human-

oriented capacity of the Meta-OS (in this case, for system administrators’ 

configurations, etc). 

Target value 10 
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Prerequisites The aerOS entry point domain with a Functional status. It means that the continuum is 

composed by (at least) a functional domain with all the aerOS Basic Services running 

and all the IEs properly set up. 

aerOS 

components (task) 

The KPI targets the aerOS Management Portal (T4.6), but other components are 

needed: Orion-LD (T4.2 and T4.6), aerOS AAA (T3.4), HLO (T3.3), Self-* modules 

(T3.5), Data Fabric (T4.2) and Entrypoint Balancer (T4.6).. 

Evaluation means At the end of the project, functionalities included in the portal will be endorsed via 

showcasing the possibilities of usage (screenshots, videos, demos). 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M36 (Deliverable D5.6) 

Measured value 

(% achieved) 

0 6 (60%) 13 (130%) 

Outcome 

elaboration (M38) 

Direct visual and functional testing by potential end users (aerOS technical developers 

and pilot users) after accessing the portal. 

This is the final list of the functionalities available through the Management Portal: 

• Access with various user profiles validated by AAA. 

 

 
 

• Observing all IEs and domains in the form of a table. Enhanced with trust score 

and container technology 
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• Configuration of the Self-optimization parameters for each IE 

 

  
 

 

• Visualizing the topology of the continuum in the form of a graph. 

 

 
 

 

• Observing all deployed services and their underlying components in the form 

of a table. Enhanced with the information of exposed network ports 
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• Describing a service to be orchestrated using a guided form. Final version 

with the 3 orchestration modes (manual, semi-automatic, automatic). 

 

 
 

• Commissioning the orchestration of a service (connection with Entrypoint 

Balancer and HLO). 

 

• Managing the complete lifecycle of the deployed services: stop, 

redeployment and permanent deletion. 

 

   

 

• Benchmarking tool: run benchmarking tests in a specific IE and display the 

results of the already performed benchmarking tests (CPU and network) in 

each IE, along with a comparison tool. 
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• List of published and available Data Products in the Data Catalog service. 

 

 
 

 

 

Describe and publish new Data Products. 

 



D5.6 – Technical evaluation, validation and assessment report (2) 

 

331 

 

 

• A complete user notifications system, which is fully coupled with the aerOS 

orchestration module. 

 

 
• Managing the users and roles of the Management Portal. 

 

 
 

Therefore, 13 relevant functionalities are finally available through the platform. 

KPI 1.8.3 Performance of aerOS Federation Context Broker 

Table 73: KPI 1.8.3 Performance of aerOS Federation Context Broker 

KPI ID number 

and partner resp. 

KPI 1.8.3 

KPI Name Performance of aerOS Federation Context Broker 

Description This KPI represents the capacity of the aerOS Federator to withstand high querying 

and update loads. This will be a direct result of the capacity by the core element of 
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such Federator, the ORION-LD context broker (release for aerOS). The metrics that 

will be assessed in this KPI will be: (a) number of simultaneous queries to get entities 

from the Broker–in the same second, (b) number of simultaneous updates of entities – 

in the same second. 

Motivation The performance of Orion-LD is crucial for earOS because it will allow to understand 

how many data can be processed, as well as the capacity of the federated network of 

brokers to support automated distribution of the state of the continuum. 

Orion-LD, by default, and for historical reasons, uses an old, deprecated driver for 

MongoDB (note that the associated database –MongoDB- needs more resources, but 

the restrictive element is the Context Broker). 

However, the entire database layer has been reimplemented, using the newest 

MongoDB driver (if requested via a CLI option). 

The old implementation is C++ while the new is pure C and thus, a boost in 

performance is expected. 

The differences in "queries per second" and "entity updates per second" between the 

default (old, deprecated MongoDB driver) and the new implementation (new 

MongoDB driver) are the basis for this KPI. 

Target value 5000 queries/s, 2500 updates/s 

Prerequisites Orion-LD, as the Context Broker which is part of aerOS core services, must be 

functional in (at least) a cloud domain. 

aerOS 

components (task) 

aerOS portal and the federation thanks to the Context Broker, allowing the DSNB 

(T4.6). 

Evaluation means There is planned to realise a performance-measurement exercise in a 

development/integration environment This measurement exercise will be done at the 

end of the project (M38). 

The procedure of measuring performance for this KPI is described here. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

N/A 3500 requests/s in the 

small scenario (70%) 

3400 updates/s (136%), 

improvement of ~9,7% in 

entity updates 

Outcome 

elaboration (M38) 

There is a strong dependency between Orion-ld and its supporting database mongoDB. 

In general, the performance of Orion-ld depends on its backend database performance. 

Thus, the most challenging thing done in ORION-LD, which can impact its 

performance is the implementation of a new driver for Mongo-db that could help 

improve the performance in a scenario with Context Source Registration 

federation. The driver has been built to work noy only with specific MongoDB 

versions (4.x, 5.0) but also with the newer versions, so that consistency is kept with 

internal needed functionalities (and staying lightweight, following aerOS’ mindset). 

A relevant note must be made related to this KPI: 

https://github.com/FIWARE/load-tests
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• The tests performed (for the small scenario) back in D5.5 cannot be reproduced 

for the last testing iteration. The reason is that, when those analyses were made, 

the infrastructure was not operating over IoT-edge-cloud nature (as aerOS do-

mains), but using AWS, cloud-only setup. For this iteration, the “small sce-

nario” refers to a deployment made with Google Cloud with 2 CPU / 12 GB 

RAM Orion-LD, 8 CPU / 32 GB RAM Mongo-DB. In these new set of tests, 

similar and somehow equivalent configurations of previous tests have been 

used. However, the difference is that a local and edge environment has been 

utilized using docker (in terms of CPU and memory configurations) and will 

compare the improvements comparing the old mongodb driver with the new 

one. In this case, the equipment used is an Intel i7, 64Gb RAM and SSD stor-

age. 

Therefore, a direct comparison would not be fair, nor statistically valid. The data below 

are empirical but should be understood considering the previous. 

Tests have been made increasing using 2 cores at the beginning for Orion-ld and also 

incrementing the Orion-ld cores to 7 and the mongodb cores to 10. The comparative 

results are seen below: 

 

It can be seen that - considering the new testing environment-, there is clear 

improvement using the new driver vs the old (legacy) one, especially in updates per 

second, the really crucial operation for aerOS federation. 

Therefore, attending the tests performed: 

• Consistency with lightweight Ness and other internal operations is maintained 

(for the sake of aerOS’ Orion-LD context broker as the heart of Data Fabric 

and the federation in the continuum). This, Mongo 5.0 is employed. 

• Mongo 5.0 old driver was not valid, since it did not meet the requested (target) 

queries/s and updates/s, and was coded in a non-optimal way (C++, before, in 

contrast to pure C, now). 

• The improvement with the new driver tailored for aerOS is ~4.3% using a 2-

cores CB, and ~8,7% using a 7-core CB. 

To sum up, improvement in the response capacity has been achieved thanks to aerOS 

innovations, which have meant the upgrading of MongoDB driver as well as making 

extensive use of Context Source Registration (feature of NGSI-LD) towards achieving 

federation in the continuum. 

 

KPI 1.8.4 Federation asymptote with minimum latency (domains) 

Table 74: KPI 1.8.4 Federation asymptote with minimum latency (domains) 

KPI ID number 

and partner resp. 

KPI 1.8.4 

KPI Name Federation asymptote with minimum latency (domains) 
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Description The goal is to understand how many new domains can be added to a continuum 

(installation and addition procedure explained in deliverable D5.2) without trespassing 

a latency threshold. The latency will be associated to the retrieval of aerOS continuum 

monitoring information (e.g. the Infrastructure Elements or orchestrated Service 

Components) from all the available domains in the continuum. Here, the relevant 

aspect is to understand that aerOS federation is based on NGSI-LD’s Context Source 

Registrations, that will automatically connect the ORION-LD of each domain with all 

the others (full connection network topology) for keeping updated the distributed state 

repository of the continuum. That connection is materialised in the exchange of 

distributed messages. The moment in which all the “update messages” will be 

completed since a new domain is added will be considered as the latency of the process. 

Motivation This KPI will represent the capacity of aerOS structure of federated domains in a single 

continuum to scale while maintaining a maximum decided latency. 

Target value ≥ 4 domains 

Prerequisites The prerequisites will depend on the kind of tests performed to measure the value of 

the KPI as the evaluation will be composed of different scenarios. Thus, the 

prerequisites can be: (i) the installation in a local machine of the functional tests tool 

suite provided by the developers of Orion-LD; or (ii) a set of aerOS domains with, at 

least, Orion-LD and aerOS AAA components installed. 

aerOS 

components (task) 

Orion-LD (T4.2 and T4.6), aerOS AAA (T3.4) and Self-* modules (T3.5). 

Evaluation means Even though this measurement might be influenced by many factors not strictly related 

to aerOS traits (network delay, network load, processing time of messages in network 

nodes, etc.), data will be presented to gauge a relevant figure for this KPI. The 

measurement methodology planned in M38 has been: 

• A maximum “latency of the process” defined (when more federations are 

taking place in aerOS). 

• In real/relevant continuums (a selected set of pilots of the project), tests are 

conducted. Therefore, unlike the evaluation performed at M24, is not possible 

to dynamically add or remove domains solely for the purpose of this KPI 

evaluation. Instead, the same test will be repeated accross different pilots of 

the project until the maximum number of domains is reached. The process will 

start with a pilot whose continuum is composed of 2 domains, followed by one 

with 3 domains, and finally with a pilot composed of 4 domains. This will be 

the maximum capacity which can be measured in a real scenario. 

In M24, the defined tests were repeated in some testing environments (UPV and aerOS 

MVP continuums) because the pilots were still performing the installation of aerOS in 

their infrastructure. However, in M38 the process has been repeated in some pilots of 

the project because they are fully integrated with the aerOS Meta-OS. Moreover, this 

was a requirement stated in D5.5. Consequently, this represents the maximum level 

achieved at TRL5. 

Four different scenarios have been envisaged to elaborate the outcome of this KPI 

because as explained before, the measurement of this KPI might be influenced by many 

external factors to aerOS (e.g. network latency due to the physical distance of domains 

and message exchange among heterogeneous networks). 

https://github.com/FIWARE/context.Orion-LD/blob/develop/doc/manuals-ld/installation-guide-functional-tests-ubuntu20.04.1.md
https://github.com/FIWARE/context.Orion-LD/blob/develop/doc/manuals-ld/installation-guide-functional-tests-ubuntu20.04.1.md


D5.6 – Technical evaluation, validation and assessment report (2) 

 

335 

Creation of several Orion-LD instances in the same testing machine, leveraging 

the functional testing tool suite provided by Orion-LD: this scenario aims to 

provide the theoretical maximum value for the federation asymptote since the 

vast majority of external factors are avoided, but it presents a strong 

dependence with the testing machine hardware. 

Pilot 5, which represents a continuum composed of two different domains 

(Application and Main). These domains are connected to an internal network 

of the OTE research labs. 

Pilot 4: represents a continuum with 3 geographically distributed domains, which 

include a public cloud domain (deployed in AWS), a private cloud domain 

hosted at CUT university and an edge domain deployed at the Port of Limassol. 

This edge domain can be considered a restrictive environment. 

Pilot 2: a continuum composed of 4 multi cloud-edge distributed domains. As the 

continuum of this pilot includes the maximum number of domains in the 

project (4), it serves as the reference case to determine whether this KPI 

reaches its target validation value (at least 4 federated domains 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

0 Scenario 1: Unlimited, 

tested in 10 domains. 

Scenario 2: >3 domains 

Scenario 3: 3 domains 

Scenario 1: Unlimited, 

tested in 15 domains. 

Scenario 2: 2 domains 

Scenario 3: 3 domains 

Scenario 4: 4 domains 

Total: 24 (>600% achieved 

Outcome 

elaboration (M38) 

For the first scenario, these are the results: in a medium-powerful VM (4 vCPU and 

16GB RAM), the functional tests are run quickly with a response time of less than 40 

ms for the GET requests (the entire test is run in less than 1 second) in a scenario 

consisting of 15 Orion-LD instances. This means that (i) the results of this scenario are 

highly dependent on the hardware on which it is executed, (ii) it’s an ideal scenario 

without external factors such as networking issues, and (iii) it clearly presents a strong 

relationship with KPI 1.8.3, which aims to evaluate the performance of the context 

broker. 

 

In M38, as stated in the “evaluation means” section, instead of increasing the number 

of domains in a testing environment, it has been decided to repeat the same test across 

different pilots of the project until the maximum number of domains is reached. 

 

The “latency of the process” has been decided to be set to 5 seconds, based on several 

factors: i) the results of tests performed in different scenarios for this KPI in D5.5 (in-

cluding the demo performed in the aerOS mid-term review), ii) the default timeout 

value for distributed requests in Orion-LD, and iii) the consensus that this maximum 

value ensures an acceptable user experience after deploying and testing the aerOS 

Meta-OS in the pilots of the project. 

 

In scenario 2 (Pilot 5), whose continuum is composed of 2 domains, the current re-

sponse time for distributed requests is between 300-400ms. The measured response 

time is appropiate, but this result can be explained due to the use of an internal network 
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and the reduced number of domains, which enables a bidirectional communications 

channel. 

 

 

 
 

Scenario 3 represents a significant breakthrough due to the fact that Pilot 4 is composed 

of 3 geographically distributed domains and one of them is connected to a restrictive 

network environment. Nevertheless, the measured results are pretty good (around 700-

800 ms) and demonstrate that the behaviour of the aerOS federation aligns with expec-

tations, remaining well below the defined maximum threshold of 5 seconds 

 

 

 
 

 

The last scenario represents a cloud multi-edge continuum, which is composed of a 

total of 4 distributed domains, the greatest continuum of the pilots of the project. The 

response times of the distributed requests increase to around 1 second, but some peaks 

of less than 2 seconds appear. This result is satisfactory because i) it’s still under the 

defined maximum latency of the process (5 seconds) and ii) these measurements are 

strongly influenced by external factors such as network conditions. 

 

 

     
 

 

Finally, the data obtained so far confirms that with four real domains, the federation 

provided by the aerOS Meta-OS is fully functional, even under less reliable network 

connections across different countries and within restrictive scenarios. This proves that 

the KPI target has been successfully achieved 

 

KPI 1.8.5 Average offloading ratio of entrypoint balancing in 

aerOS scenarios 

Table 75: KPI 1.8.5 Average offloading ratio of entrypoint balancing in aerOS scenarios 

KPI ID number 

and partner resp. 

KPI 1.8.5 

KPI Name Average offloading ratio of entrypoint balancing in aerOS scenarios 

Description This KPI represents the effectiveness of the balancing algorithms selected and 

deployed in the Management Portal for achieving entry point diversity usage. The goal 

is to demonstrate that, on average, 30% of requests sent to EB are distributed for first 

processing to HLOs located in domains other than the one containing EB (entry point 

domain). 
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Motivation Measure the effectiveness of EB in the distribution of requests between HLOs, which 

aims to minimize single HLO overutilization 

Target value 30% 

Prerequisites Management Portal must be deployed on the aerOS and must correctly properly pass 

requests to EB; The information about HLOs and their domains must be present in 

Orion-LD Context Broker; The FE of HLOs should be accessible under addresses 

registered in Orion-LD Context Broker. 

aerOS 

components (task) 

API Gateway (T3.4), Orion-LD (T4.2), aerOS Management Portal (T4.6) 

Evaluation means The EB algorithm will be tested both in development/integration scenarios and in 

pilots. The tests will be performed separately on the continuum with 2 domains 

(preliminary tests) and 3 domains (advanced tests). For each test, 15 workloads will be 

used. In total, it is envisioned that 4 types of tests are going to be performed, aiming to 

encompass and represent various scenarios, in which the EB can be used: 

Test Case 1: There are no running services present in the continuum. The client 

requests are sent directly to the EB, which uses the weighting function based on CPU 

usage. The scenario aims to evaluate, whether the EB will be able to distribute the 

requests to different domains even when the score (i.e., number of running services 

divided by the weight) of each domain remains the same. 

Test Case 2: There are running services deployed on each of the domains: 

• For the continuum with 2 domains: 2 services running on Domain1, 1 service 

running on the Domain2. 

• For the continuum with 3 domains: 2 services running on Domain1, 1 service 

running for Domain2, 1 service running for Domain3. 

The client requests are directly sent to the EB, which uses the weighting function based 

on CPU usage. The scenario aims to evaluate, whether the EB will be able to distribute 

the requests when the continuum domains are in different states. 

Test Case 3: The state of the continuum is the same as in Test Case 2. However, this 

time, a different weighting function is going to be used. In particular, the RAM usage 

is to be considered along with CPU usage. The scenario aims to compare the 

effectiveness of different weighting functions, so that the one for which the better 

outcomes are achieved (i.e., offloading ratio) can be selected. 

Test Case 4: The state of the continuum is the same as in Test Case 2. However, in this 

scenario, part of the requests will have a target domain indicated by the client. For 

these requests, the execution of the load balancing algorithm should be omitted by EB. 

The scenario aims to evaluate the decision-making process of EB, as well as its ability 

of capturing dynamic changes of the continuum. 

For the states of the continuum described in Test Case 1 and Test Case 2, the tests are 

also going to be performed without the usage of EB, so that both of the obtained 

outcomes can be compared. 

To measure the offloading ratio, a strategy will be envisaged to quantify/catalogue 

whether a service deployment request originated in a certain domain and queried the 

HLO of a different domain as first processing option. 



D5.6 – Technical evaluation, validation and assessment report (2) 

 

338 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

0% (when all clients 

select the target HLO 

explicitly) 

Test Case 1 

(preliminary): 33.3% 

offloading ratio (25%) 

Test Case 1: 50% 

(accomplished) 

Test Case 2: 44% 

(accomplished) 

Test Case 3: 50% 

(accomplished) 

Test Case 4: 50% 

(accomplished) 

Outcome 

elaboration (M38) 

Test Case 1 

As part of the experiments, 5 services were deployed in aerOS continuum. The 

offloading ratio was continuously monitored by the EB component and reflected in the 

component’s logs. As can be observed in the following Figure, the offloading ratio was 

kept at the 50%: 

 

Furthermore, by analysing the Management Portal logs, it was confirmed that the 

requests were successfully distributed among both domains: 

 

 

These experimental results confirm the correctness of EB operations and the 

achievement of the estimated target value. 

Test Case 2 

For the purpose of the second Test Case, selected services, deployed as part of Test 

Case 1, were started as described in “Evaluation Means” section. Afterwards, 5 new 

services were deployed in order to measure the changes in the offloading ratio. The 

logging mechanisms were extended to better illustrate the obtained behaviour of EB. 

The results of the experiments performed on the continuum with 2 domains are 

illustrated in the following figure: 

 

As can be observed, the offloading ratio is slightly lower than in Test Case 1. It can be 

attributed to the initially unbalanced state of domains, which is being balanced over 

time as indicated by the increasing value of the offloading ratio. The final result of the 

experiment indicated offloading ratio being around 44%, which still overcomes the 

target value. 
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Test Case 3: 

In the next test scenario, the configuration of EB was dynamically adjusted using the 

/configure endpoint. In particular, two parameters were modified: (1) maximal 

assignments number (i.e. maximal number of consecutive redirections of a service to 

a specific domain) and (2) weighting function (i.e., function used to compute the score 

of individual domains, so that the one with the best score can be selected for a service). 

The current implementation of EB supports two default types of weighting functions: 

CPU (calculates the domain’s score solely based on the current CPU usage) and 

RAM_AND_CPU (calculates the domain’s score taking into account the combination 

of CPU and RAM usage). Both Test Case 1 and Test Case 2, used the CPU weighting 

function. Moreover, in those experiments, a relatively low (equal to 2) value of the 

maximal assignments parameter was set. Therefore, to evaluate the EB upon different 

system configurations, for Test Case 3, the weighting function was set to 

RAM_AND_CPU, while the maximal assignments parameter was set to 5. The 

experiment was run by consecutively deploying 10 services, to observe the trend in 

offloading ratio for a larger number of requests. The results are illustrated in the 

following figure: 

 

It is visible that the EB acknowledged the re-configuration of weighting function and 

the maximal assignments parameter. Moreover, it can be noticed that, contrary to the 

previous examples, the domains were switched on and off less frequently. It is also 

evident that over time the offloading ratio was increasing, reaching the value of 50%. 

Test Case 4: 

For this test case, the same configuration as in Test Case 1 and Test Case 2 (i.e. 

maximal assignments = 2, weighting function = CPU) was provided. The main purpose 

of this test was to evaluate whether the EB will be able to correctly handle the semi-

automatic deployment of services (i.e. where the end user indicates the pool of IEs for 

service deployment). In total 10 services were deployed. The first 3 were deployed by 

using semi-automatic deployment and indicating among the target IEs, all IEs 

belonging to CF domain. The remaining 7 services were deployed with standard 

automatic deployment. The results are presented in the following figure: 
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It can be observed that at first CF domain was primarily selected by EB, but after 

deploying the first 3 services (i.e., those using semi-automatic deployment) and 

starting them in CF domain, the NCSRD started to be selected more frequently. At 

the end of the conducted experiments, EB was selecting the domains for services by 

turns, which was reflected through the offloading ratio that was reaching around 

50%. 

KPI 1.8.6 QoE of Management Portal deployed on pilots 

Table 76: KPI 1.8.6 QoE of Management Portal deployed on pilots 

KPI ID number 

and partner resp. 

KPI 1.8.6 

KPI Name QoE of Management Portal deployed on pilots 

Description The idea of this KPI is to evaluate the QoE of the UI of the Management Portal. In 

particular, it is the intention for quantify a metric for tracking both behavioural and 

attitudinal perception of the webapp. 

Motivation The rationale behind this KPI is to be able to assess the quality of experience of 

stakeholders using the aerOS Management Portal. Note that stakeholders (users) of the 

implemented UI will be both system administrators (for e.g., configuring domains) and 

4owners (for e.g., monitoring data or KPIs). 

Target value >=68 SUS score 

Prerequisites aerOS runtime working, web service ready, HLO ready and Management Portal deployed 

in pilots 

aerOS components 

(task) 

HLO (T3.3), Management Portal (T4.6) 

Evaluation means For this first piloting phase, it was decided, as also anticipated in D5.2, to create a QoE 

survey based on the System Usability Scale (SUS), a widely recognized and 

standardised tool for assessing the usability of a system. The SUS provides a reliable 

measure of usability with a small number of questions, making it efficient for both 

respondents and analysts. It consists of 10 statements with alternating positive and 

negative phrasing to reduce response bias. Each item is scored on a 5-point Likert scale, 

ranging from Strongly Disagree (1) to Strongly Agree (5). This final score represents the 

usability of the system. By gathering feedback on key usability aspects, the survey aims 
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to identify strengths and areas for improvement in the portal's design and functionality. 

In detail, At M29 it is planned the first QoE survey that effectively evaluates user 

experience in digital services and portals, particularly within the context of role-specific 

functionalities and interactions. This QoE survey will be designed based on several 

established QoE standards and frameworks to ensure comprehensive and relevant 

questions that cover key aspects of user experience: 

• ITU-T P.800 Series, methods for subjective determination of transmission 

quality, adaptable for interactive digital experiences. 

• ISO 9241-11:2018, defines usability based on effectiveness, efficiency, and 

satisfaction. Questions on usability, ease of navigation, and intuitiveness are 

based on this standard. 

• ISO/IEC 25010:2011, provides a quality model including characteristics such as 

functional suitability, performance efficiency, usability, reliability, security, 

compatibility, maintainability, and portability. The survey addresses aspects like 

performance, functionality, and overall satisfaction. 

• Nielsen's Usability Heuristics principles for user interface design, including 

visibility of system status, consistency, error prevention, and ease of use. 

Finally, an updated and final QoE survey will be conducted at M35. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

N/A N/A 70.8 average value 

Outcome 

elaboration (M38) 

Context of the Survey 

To evaluate the usability and effectiveness of the management portal, we administered 

the System Usability Scale (SUS) survey to pilot partners of aerOS. These partners had 

fully installed the platform and actively used all core features, including Home, Domains, 

Deployments, Data Products, Benchmarking, and Users. Their feedback reflects hands-

on experience with the complete functionality of the portal and provides a reliable 

benchmark for assessing the portal’s user experience. 

 

SUS Score by Participant 

Participant SUS 
Indicative 

Grade* 
Adjective Range* 

A 52.5 D Poor / Marginal 

B 87.5 A Excellent 

C 72.5 C OK / Above Average 

Mean 70.8 C OK / Above Average 

*Approximate mappings from commonly used SUS interpretation guidelines. 

Average Scores by Survey Item 

Negative statements have been reverse-scored to ensure consistency when interpreting 

the data. In a System Usability Scale (SUS) questionnaire, half of the items are worded 

negatively, which would otherwise skew the score if interpreted at face value. To 

normalize responses, the scoring is inverted for these negative items so that a “Strongly 

Disagree” response is converted to a high score, matching the positive direction of the 

other items. For quick scanning and to provide a more intuitive visual reference, we have 
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also converted the standard 1–5 Likert values into a 0–100% scale, where 1 equals 0% 

(least positive response) and 5 equals 100% (most positive response). 

Item Statement (abridged) A B C Mean (1–5) 
Mean 

% 

Q1 Easy to navigate sections SA SA SA 5.00 100.0 

Q2 Layout confusing (neg) D SD D 4.33 83.3 

Q3 Confident doing role tasks N SA A 4.00 75.0 

Q4 Needed tech support (neg) N D D 3.67 66.7 

Q5 Network graph clear SA SA A 4.67 91.7 

Q6 Sections inconsistent (neg) A D D 3.33 58.3 

Q7 
Learned Benchmarking 

quickly 
N A N 3.33 58.3 

Q8 Data Products complex (neg) SA D N 2.67 41.7 

Q9 Portal had needed info/tools N A A 3.67 66.7 

Q10 
Took lots of time to learn 

(neg) 
A SD D 3.67 66.7 

 

Key Findings 

The analysis of the three SUS responses shows that overall usability of the portal is rated 

as acceptable, with a mean SUS score of approximately 70.8. Navigation is the strongest 

KPI, achieving a perfect average rating (100%) across all participants, which confirms 

that users can easily move between sections such as Home, Domains, Deployments, Data 

Products, Benchmarking, and Users. The Continuum network graph is another strong 

performer with a mean rating of 91.7%, indicating that the visualization of computing 

resources is clear and effective. However, there are performance gaps in workflow 

efficiency and consistency. The processfor managing or submitting Data Products 

records a low average rating (41.7%), highlighting a potential usability bottleneck. This 

underscores the importance of future implementing an onboarding process to improve 

these metrics and, therefore, support users more effectively. 

aerOS embedded analytics 

KPI 1.9.1 # pre-packaged functions supported by Embedded 

Analytics Tool (EAT) 

Table 77: KPI 1.9.1 # pre-packaged functions supported by Embedded Analytics Tool (EAT) 

KPI ID number 

and partner resp. 

KPI 1.9.1 

KPI Name # pre-packaged functions supported by Embedded Analytics Tool (EAT) 

Description The Embedded Analytics Tool is a platform for the design, development and 

deployment of analytical functions. Several generalised functions are packaged with 

the Embedded Analytics Tool to address common operations to provide insights for 

management and AI/ML components. 
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Motivation The pre-packaged functions of the Embedded Analytics Tool provide basic operations 

for the aerOS system. These functions are leveraged by other components to provide 

insights such as data samples or highlight anomalies and data drifts. These functions 

are also generalised and can be customised through user parameters, allowing them to 

have “plug and play” characteristics in a range of different environments and scenarios. 

Target value 3 

Prerequisites The Embedded Analytics Tool must be installed according to the instructions provided 

in the project repository. These instructions address security and privacy features 

through access tokens for downloading EAT components and credentials for dashboard 

login. EAT is considered successfully installed when all EAT components report 

“Running”. 

aerOS 

components (task) 

Embedded Analytics Tool (T4.4) 

Evaluation means The development of each function follows an incremental development approach with 

a unique predefined test data set for each function. Functions are evaluated based on 

expected versus actual results of function execution. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

0 3 (100%) 3 (100%) 

Outcome 

elaboration (M38) 

Explanation of the functions was provided in D4.2 and D4.3, and the individual links 

to them were provided in D5.5. 

Series of functions have been developed and demonstrated as part of the MVP 

experiments. Demonstrations are presented here on the project YouTube channel: 

https://youtu.be/UV4mnN4CrwI?si=RH1ERVu7QWV0-jBv 

KPI 1.9.2 # northbound wrappers designed for common operations 

with EAT 

Table 78: KPI 1.9.2 # northbound wrappers designed for common operations with EAT 

KPI ID number 

and partner resp. 

KPI 19.2 

KPI Name # northbound wrappers designed for common operations with EAT 

Description Wrappers will be designed and implemented for the creation of Embedded Analytics 

Tool functions. These wrappers will be available to all function authors who utilise the 

aerOS templates. These templates will be stored in the Embedded Analytics Tool 

repository and be available to all project partners. 

Motivation Adopting a Function as a Service approach for the Embedded Analytics Tool enables 

flexibility for the function authors, but also introduces function design and 

communication challenges. Templating allows for function design and communication 

https://youtu.be/UV4mnN4CrwI?si=RH1ERVu7QWV0-jBv


D5.6 – Technical evaluation, validation and assessment report (2) 

 

344 

to be structured and guided. Function authors can focus on the core logic of their 

functions while using approved and tested implementations for common operations 

such as data retrieval or triggering external actions. 

Target value 3 

Prerequisites Installation of the EAT functions repository is required. EAT specific applications such 

as faas-cli allow users to engage with EAT to create, deploy and remove functions. The 

aerOS template provides a structured model preconfigured with aerOS specific features 

such as visualization. 

aerOS 

components (task) 

Embedded Analytics Tool (T4.4) 

Evaluation means The aerOS template provides 3 defined operations within aerOS functions. These are 

Data Retrieval (e.g., requesting data from Data Fabric), aerOS component 

communication (e.g., forwarding data to HLO), and data visualization (e.g., exposing 

in-function metrics to EAT Grafana component). These operations are evaluated based 

on their successful execution as part of EAT pre-packaged functions, and the creation 

of use case specific functions. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

0 3 (100%) 3 (100%) 

Outcome 

elaboration (M38) 

Templates created for the Embedded Analytics Tool provide mechanisms for the user 

created functions to engage with other aerOS components such as the Data Fabric and 

HLO. 

Explanation of the templates was provided in D4.2 and D4.3, and the individual links 

to them were provided in D5.5. 

In an effort to streamline this experience templates provide interfaces using approved 

techniques through a generalised approach. Again, these templates are utilised in the 

MVP demonstrator here: https://youtu.be/UV4mnN4CrwI?si=RH1ERVu7QWV0-jBv 

Templates are also utilised in every pilot deploying the Embedded Analytics Tool as 

they are required for the creation and deployment of functions in aerOS 

Stakeholder user satisfaction 

KPI 1.10.1 Successful conduction of Open Calls (KVI-7.1) 

Table 79: KPI 1.10.1 Successful conduction of Open Calls (KVI-7.1) 

KPI ID 

number and 

partner resp. 

KPI 1.10.1 

KPI Name Successful conduction of Open Calls (KVI-7.1) 

https://youtu.be/UV4mnN4CrwI?si=RH1ERVu7QWV0-jBv
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Description This KPI will represent the combined number of applications received between round 1 and 

round 2 of Open Calls funding opportunity. Additionally, this KPI will refer to the successful 

implementation of Open Call projects (60k€, 9 months each). 

Motivation To illustrate the capacity of the Consortium to engage dynamic, vibrant researchers in 

Universities, SMEs and RTOs to utilise aerOS technologies and provided added value to the 

pilots or the research strategy of the project. 

Target value > 80 applicants 

Prerequisite

s 
• Pre-requisites for M24: 

o The Process for the first Open Call award has been completed: publication, 

application window, evaluation, ranking, decision, announcement of winners and 

commencement of projects. 

o The Process for the 2nd Open Call is initiated: publication and opening of application 

window. 

aerOS 

components 

(task) 

First Open Call projects are in execution, and so far, no specific components have been 

exploited yet. 

Evaluation 

means 

On the one hand, the number of applications received will be published in aerOS website 

some days after the close of each of the two application windows. On the other hand, the 

final reports of the 15 OC projects to be funded will be summarised and included in 

deliverable D1.4. 

The KPI target will be then represented as follows: >80, and 15 out of 15 successfully 

completed projects that provide lessons learnt 

Measuremen

t period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured 

value 

(% achieved) 

0 38 applicants (47.5%) 72 applicants (90%) 

All 15 OC projects completed 

successfully 

Outcome 

elaboration 

(M38) 

A total of 38 proposals were submitted for Open Call Application #1 of aerOS. The awarded 

proposals (that became successful projects) are: 

Acronym Submitter Title 
Pilo

t 
Challeng

e Country 
Entity 

Type 

HACER Bytek 

High Accuracy Cost Efficient 

Differential Positioning System 

using Real-Time Kinematics to 

optimise port logistics P4 P4C1 Spain SME 

DAIMon UPCT 

Distributed AI-based 

Atmospheric Visibility Index 

Service for Agricultural Mobile 

Machinery within the aerOS 

framework P3 P3C1 Spain 
Universit

y 

EcoQM Nissatech 

Framework for eco-quality 

monitoring and control supported 

by aerOS P1 P1C1 Serbia SME 
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ENERGETIC Nextworks 

Energy management and comfort 

living for green, healthy and 

productive offices P5 P5C2 Italy SME 

ANEOSP 

Secmotic 

Innovation 

SL 
AI Nodes for Enhanced 

Occupational Safety in Ports P4 P4C3 Spain SME 

IBRTEFC 
The Data 

Cooks 

IoT-Based Real-Time 

Environmental Footprint 

Calculator P1 P1C1 
Netherland

s SME 

GreenAnalyze

r UCY 

A framework for Geo-distRibuted 

Edge-cloud Energy consumption 

ANALYsis towards Zero 

Emission Rates P2 P2C2 Cyprus 
Universit

y 

       

A total of 34 proposals were submitted for Open Call Application #2 of aerOS. The approved 

proposals (that became successful projects) are: 

 

 

Even though the total number of applicants has fallen short to the expected 80, it must be 

considered that the quality of the proposals has lived up to the expectations (even surpassed 

it). All projects ended successfully, all delivered a series of reflections for improvement of 

our Meta-OS, and several of them provided datasets for public dissemination. 

 

KPI 1.10.2 # of stakeholders deploying aerOS 

Table 80: KPI 1.10.2 # of stakeholders deploying aerOS 

KPI ID number 

and partner resp. 

KPI 1.10.2 

KPI Name # of stakeholders deploying aerOS 

Description The number of entities public/private deploying aerOS Meta-OS components to 

support operation and implementation of advanced hyper distributed applications. 

Motivation The number of stakeholders deploying aerOS will generate the necessary evidence to 

support future adoption of Meta-OS assets 

Target value 5 

Prerequisites aerOS ready to be deployed, with all the needs that implies. 

aerOS 

components (task) 

At least, the core aerOS services needed to set up an aerOS domain: HLO (T3.3), LLO 

(T3.3), Self-* (T3.5), Context Broker (T4.2), Data Fabric (T4.2) 
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Evaluation means Counting only the real stakeholders that have already deployed any aerOS domain, 

regardless of the number of IE involved or its purpose (testing or production 

environment). 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

0 2 (40%) 23 (460%) 

Outcome 

elaboration (M38) 

Pilot 1 – 6 Stakeholders 

• NASERTIC (Infrastructure provider): 1 As the infrastructure provider for at 

least the first PoC phases and for each of the pilot 1 scenarios.  

• SSF (Scenario1) – 1: aerOS has been deployed in the SSF on multiple 

domains 

• INNOVALIA (Scenario2) – 1 aerOS has been deployed in the Innovalia 

domain. 

• SIEMENS (Scenario3) – 1 stakeholder. aerOS deployed in the TechHall of 

SIEMENS Nuremberg and in the Testbed of SIEMENS Munich. 

• POLIMI & MADE (Scenario4) – 2. An aerOS domain has been deployed 

on both POLIMI and MADE 

Pilot 2 – 2 Stakeholders CLOUDFERRO has deployed 3 aerOS domains and 

ELECTRUM 1 domain. 

Pilot 3 – 2 Stakeholder. The Entry domain on TTC and the cloud domain (Provided 

by JOHNDEERE have been deployed. 

Pilot 4 – 3 Stakeholder.  3 interconnected domains have been deployed. 1 on each 

partner premises. PRODEVELOP, EUROGATE, and CUT.  

Pilot 5 – 2 Stakeholder: aerOS domain deployed on both COSMOTE and NSCRD 

(one for each pilot scenario).  

Aside from the pilots of the project, 8 Open call companies deployed aerOS as well. 

•  

KPI 1.10.3 # Energy consumption & e-waste reduction in aerOS 

adopters 

Table 81: KPI 1.10.3 # Energy consumption & e-waste reduction in aerOS adopters 
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KPI ID number 

and partner resp. 

KPI 1.10.3 

KPI Name # Energy consumption & e-waste reduction in aerOS adopters 

Description The adopters of the aerOS platform will be asked to provide information on energy 

consumption and e-waste compared to their baseline operation. 

Motivation aerOS will not only support productivity enhancement of European companies to 

increase economic growth across the EU, but will also support tackling relevant social 

challenges, including energy consumption and e-waste. As part of the ability to 

manage such urgent social challenges, it is important to show demonstrated figures 

towards this direction coming from the stakeholders adopting the platform. 

Target value 2% to 10% 

Prerequisites Integration is complete, and aerOS platform has been embraced by adopters. 

aerOS 

components (task) 

All core aerOS components 

Evaluation means Collecting data from adopters about energy consumption and e-waste before and after 

integrating the aerOS platform. To do so, a 4-step methodology per adopter is 

followed, namely: 

• Baseline Energy and waste consumption analysis based on literature (adopter 

specific) 

• Validation of the infrastructure that will be used for KPIs measurements 

• KPI measurement campaigns and 

• KPI collection and analysis (comparison with baseline and target values) 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
Use case specific value 

measured in the 

baseline scenario with 

no aerOS services 

N/A • Pilot 3: 54% power 

reduction. 

• Pilot 5: 15% power 

reduction (330W to 

280W) 

 

Outcome 

elaboration (M38) 

The purpose of KPI 1.10.3 was to demonstrate the ability of aerOS adopters to save 

energy and e-waste. This KPI was approached in pilot level and almost all the pilots 

could provide data for both of the plots of this KPI and some of them were 

successfully achieved and surpassed at the pilot implementation level the traget valu, 

even if a final total value for all partners was not possible. The quantifiable results 

from the pilots confirm the platform's environmental impact: Pilot 3 logged a 

substantial 54% reduction in power usage for its edge device by smartly distributing 

workload on the edge and cloud continuum. Moreover, Pilot 5 achieved a 15% 

reduction in power usage through a simplification of infrastructure from six to four 

virtual machines, a reduction that not only achieves but exceeds the KPI's upper goal 

value of 10%. This reduction of resources on Pilot 5 went to directly reduce hardware 

requirements as well as, consequently, produce less electronic waste. In addition to 

these metrics, Pilot 1 also featured an optimized, energy-efficient physical 

infrastructure design, and Pilot 2 reinforced e-waste reduction positively by adopting 

a green IT practice of recycling old server infrastructure. The challenge to report a 

single final value of this KPI was related to two primary technical limitations: 
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1. Baseline Heterogeneity (Pilot 2 and Pilot 4): In cases like Pilot 2 and 4, the 

use case were newly deployed within the aerOS framework, meaning a true 

"pre-aerOS" baseline measurement for energy consumption was not 

available. 

2. Technical Constraints (Pilot 4): The specialized, low-power ARM-based 

architecture and Linux kernel used in Pilot 4's Industrial Edge (IEs) prevented 

the reliable estimation of energy consumption using the proposed standard 

tools (Kpler, Scaphandre, etc.), making a quantifiable before-and-after 

comparison impossible. 

Beside these challenges, other pilots managed to provide data that  confirmed double-

digit savings in energy and guaranteed a commitment to resource efficiency and e-

waste minimization. 

Pilot 1: 

From Pilot 1 perspective, only sub-Pilot 1.1 could provide data on energy 

consumption. More specifically, before the implementation of aerOS, the setup of the 

3D-Printer Farm had the robot positioned in the center of a cube-shaped arrangement, 

moving vertically between multiple levels of printers placed all around it. This 

configuration required longer movements, higher energy consumption, and created 

uneven airflow and heat distribution. After optimization, all printers were repositioned 

on one side of the robot, allowing it to access each printer directly without vertical 

motion. The entire system is now integrated inside a container, ensuring better thermal 

control, reduced motion energy, and improved efficiency monitoring through Node-

RED dashboards managed by aerOS. Unfortunately, no data on e-waste could be 

provided. 

Pilot 2:  

Pilot 2 could not include any pre-aerOS measurements of energy consumption, since 

the pilot use case was deployed within the aerOS framework. The measurements 

related to the energy consumption of Pilot 2 are provided and described in the context 

of KPI 2.2.1. Regarding e-waste, Pilot 2 reuses servers from a previous project, 

minimizing the need for new hardware procurement and reducing e-waste by avoiding 

the disposal or recycling of unused servers. By reusing existing infrastructure and 

optimizing CPU usage, the pilot contributes to sustainable IT practices, lowering the 

carbon footprint associated with e-waste. 

Pilot 3: 

Pilot 3 leverages the edge-cloud continuum within the aerOS ecosystem by utilizing 

the TTControl ECU as an edge device for pre-processing image data. The cloud 

domain is employed for executing AI algorithms to generate spatially accurate 

prescription maps for herbicide application. Executing the entire processing pipeline 

solely on the ECU would result in a power consumption of 48 Wh. By distributing the 

workload between the edge and cloud, the ECU’s power consumption is reduced to 

22 Wh, representing a reduction of approximately 54%. Pilot 3 could not report any 

data related to e-waste. 

Pilot 4: 

Unfortunately, Pilot 4 IEs are built under ARM architecture with Linux kernel, so 

none of the proposed tools (Kpler, Scaphandre, or embedded self-awareness 

functionalities and Linux commands) were able to estimate the energy being 

consumed. Thus, the results before and after aerOS platform is deployed on them 

cannot be provided. 

Pilot 5: 
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Pilot 5 required six virtual machines (1 for MQTT, 1 for influxDB, 1 for Grafana, 1 

for the GUI, 1 for the AI models and 1 VM for the recommender) before implementing 

aerOS to ensure clear separation of concerns and optimized resource allocation across 

functional domains such as ingestion, processing, and visualization. Deploying 

components across multiple machines instead of a single or fewer VMs was necessary 

to avoid resource contention, improve system stability, and manage workloads more 

efficiently,especially under high data throughput. These six VMs were measured to 

consume approximately 330 watts in total. After transitioning to the aerOS 

architecture, the system now operates with just four VMs consuming 280 watts, 

resulting in a measurable reduction in power usage. Additionally, reducing the 

number of required VMs contributes to lower hardware demands and consequently 

less electronic waste (e-waste). This leaner setup aligns with more sustainable 

computing practices. Furthermore, by leveraging KubeEdge, we eliminated the need 

for UPS systems dedicated to network continuity. Even if the internet connection is 

lost, the edge nodes continue collecting and storing measurements locally, enhancing 

fault tolerance and system resilience while reducing infrastructure overhead. 

 

C. Appendix C. Pilot and Overall KPIs 

Pilot 1 Data-driven cognitive production lines 

KPI 2.1.1 Production process accuracy 

Table 82: KPI 2.1.1 Production process accuracy 

KPI ID number 

and partner resp. 

KPI 2.1.1 

KPI Name Production process accuracy 

Description The accuracy of the process based on digital and virtual part analysis – online and 

offline. 

Motivation The quality of the process is based on the adequate selection of the dimensional quality 

control instrumentation and the optimisation of the quality control strategy and 

configuration of the manufacturing equipment. 

Target value 10% increase 

Prerequisites N/A 

aerOS 

components (task) 

HLO (T.3.3), LLO (k8s, Docker) (T3.3), Keycloak (T3.4), KrakenD (T3.4), Self* 

(T3.5), aerOS portal (T4.6) 

Evaluation means Comparison of point-cloud datasets generated by RobotLink and ScanLink before and 

after aerOS deployment, analysed through metrology software logs to quantify 

deviations and accuracy improvements under identical environmental conditions. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 
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Measured value 

(% achieved) 

Dependent on product 

GD&T complexity 
N/A 9.2% increase (92%) 

Outcome 

elaboration (M38) 

The RobotLink (RL) and ScanLink (SL) modules operate as integrated software 

components that feed data into the Data Assembler. Together, they synchronize the 

measurements obtained from the touch probe and the OptiScan system to generate a 

unified cloud of points. While the touch probe acquires data point by point—later 

extrapolating them to define geometric features—the OptiScan continuously scans the 

surface, detects logical patterns, and reconstructs the geometries directly. Both systems 

are therefore complementary, combining precision in discrete probing with the broader 

spatial coverage of optical scanning to achieve a high-accuracy point cloud. 

However, the outermost points of the cloud remain the most susceptible to error. These 

boundary measurements are more sensitive to environmental variations—especially 

temperature changes and sudden service interruptions, which can momentarily 

desynchronize the two data streams. When a crash or measurement halt occurs, 

misalignment arises because the timestamps of RL and SL diverge (e.g., RL-position 

x, y, z and vector i, j, k versus SL-position x′, y′, z′ and vector i′, j′, k′). 

Before aerOS, the detection and recovery of such crashes took nearly a minute, during 

which positional data could drift. With aerOS—and particularly through its Self-

healing module—service restoration is nearly instantaneous, keeping both RL and SL 

synchronized and preserving the accuracy of the point cloud, especially along its 

perimeter. 

To assess this KPI, the same measurement sequence was executed on two different 

gages (Vulkan and Spark) and under two conditions, with and without aerOS. Each 

setup was repeated 7 times, both remotely and client premises, having these last factor 

no significant differences in baseline accuracy with and without aerOS in place. The 

selected part to be measured is the same one as for KPI 2.1.3 and under the same 

conditions (temperature and connectivity) 

For each test series, a controlled disturbance was intentionally introduced to simulate 

realistic disruptions: 

- Probe collision (×2) 

- Optical obstruction (×2) 

- Arm overreach 

- Interruption of the OPC UA connection 

- Manual software crash by overloading M3 

As expected, the presence of aerOS significantly reduced service downtime, which 

translated in to faster recovery and re-synchronization, the global measurement 

accuracy increased by an average of 9.2% compared with the pre-aerOS 

configuration. 

KPI 2.1.2 Digital service programming time 

Table 83: KPI 2.1.2 Digital service programming time 

KPI ID number 

and partner resp. 

KPI 2.1.2 

KPI Name Digital service programming time 
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Description The time it takes to program quality control services and routines based on traditional 

monolithic (client/server) vs computing continuum platform. 

Motivation Autonomous operation of zero-defect manufacturing services and dimensional quality 

control demand that automation services are highly available to ensure synchronised 

and safe. 

Target value 2 days 

Prerequisites N/A 

aerOS 

components (task) 

HLO (T.3.3), LLO (k8s, Docker) (T3.3), Keycloak (T3.4), KrakenD (T3.4), Self* 

(T3.5), aerOS portal (T4.6) 

Evaluation means Measurement of total configuration time using M3 and OPC-UA manual service logs, 

comparing manual on-site setup durations with automated, containerized deployments 

managed through the aerOS orchestration layer. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
2 weeks 

< 2weeks (10 business 

days) 
2.3 business days (96%) 

Outcome 

elaboration (M38) 

In order to address this KPI, the traditional service programming time is directly 

compared against the enhanced aerOS environment (see table below). The comparison 

demonstrates how aerOS metaOS and remote access and operations have drastically 

reduced the overall duration—from 10 days to 2.3 days, representing 96% of the 

target. 

In the traditional process, each step required physical presence and manual setup. The 

metrologist had to travel to the client’s premises, manually check and update OS, and 

perform individual installations of metrology software (M3) per machine. In contrast, 

aerOS introduces remote accessibility, containerized services, and centralized 

management, which shorter and makes more flexible most of these operations. 

Key gains were achieved through: 

- Remote access and deployment, which completely removed travel time and 

enabled remote OS updates and machine configuration. 

- Containerized and standardized services, replacing complex on-site 

software installation with automated deployment via the aerOS Management 

Portal. 

- Centralized data and service management, eliminating redundant database 

setups and allowing a unified configuration across devices. 

- Remote training, testing, and debugging, significantly reducing on-site time 

while maintaining quality assurance through iterative and continuous 

supported validation. 

Only the initial CMM installation and calibration still require on-site presence, 

although even this phase is now partially fastened through remote calibration. Overall, 

aerOS transforms a mainly manual and sequential workflow into a digital and 

automated process inside the aerOS enabled Continuum, resulting in faster setup 
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and configuration, reduced human intervention, and consistent performance across 

sites. 

 

KPI 2.1.3 Dimensional quality control productivity 

Table 84: KPI 2.1.3 Dimensional quality control productivity 

KPI ID number 

and partner resp. 

KPI 2.1.3 

KPI Name Dimensional quality control productivity 

Description The time to perform a quality control cycle (specification, programming and execution) 

Motivation Zero-defect manufacturing services and dimensional quality control are usually 

manually driven processes locked to users and machines being physically interacting. 

The productivity decoupling task programming, dispatching and execution of 

metrology routines can increase factory productivity. 

Target value 5 parts/hour 

Prerequisites  Special proprietary machine (Custom Positioning and Palletizing system) 

aerOS 

components (task) 

HLO (T.3.3), LLO (k8s, Docker) (T3.3), Keycloak (T3.4), KrakenD (T3.4), Self* 

(T3.5), aerOS portal (T4.6) 

Evaluation means Calculation based on the number of parts measured per hour in real production cycles, 

using time-stamped inspection logs and aerOS monitoring dashboards to compare 

baseline and M36 performance. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Step in QC cycle
Traditional service 

programming - Days

aerOS enabled 

programming - Days
Dif. (+)

Initial travel to site 1 0 1

OS installation/update 1 0 1

CMM installation and calibration 1.5 1 0.5

M3 (Metrology SW) Installation 1 0.25 0.75

Service configuration 2 0.25 1.75

DB setup 1 0.1 0.9

Training 1 0.25 0.75

Initial test run 1 0.1 0.9

Debugging and corrections 1 0.1 0.9

Documentation 0.25 0.25 0

Total (days) 10.75 2.3 8.45

Time to program QC services and 

routines. Baseline 10 days 10.75

Time to program QC services and 

routines. Target 2 days 2.30
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Measured value 

(% achieved) 

3 parts/hour (depending 

on GD&T complexity) 
2 parts/hour (40%) 5.06 parts/hour (101%) 

Outcome 

elaboration (M38) 

For the measurement, the next part has been selected due to the heterogeneity of the 

model, containing all the common geometries usually encountered by the metrologist, 

being therefore a great example for addressing this KPI. Is easy to see curves, cylinders, 

drill holes, spheres or sharp edges. 

 

The following table list the main steps and their times during the measurement phase. 

For the calculation, there is a first programming step (Micro-programming) that only 

happens once for the whole measurement project, followed by 6 steps (Mounting, 

Feeding, Alignment, Measurement, Unloading, and Dismounting) that are repeated as 

many times as the total number of parts measured (235 parts for this project), and is 

within this repetitive cycle where the productivity increase takes place. 

 

Before aerOS, each part had to be manually checked, attached to the platform, and 

aligned with the Zero-Reference Axis, while now, using the palletizing system 

depicted below, every pre and post measurement steps are shortened. The mounting-

dismounting (attaching the part to the base) and feeding-unfeeding (inserting and 

removing the set part + base to the measurement area) are dramatically boosted. On 

top of that, thanks to the automatic feeding, the relative positioning of the base axis 

with the Gage Zero-reference axis is faster and more accurate, speeding up the 

alignment step. 

N. of 

Times

Step in QC cycle Manual (Bef. 

aerOS ) - sec

Hrs With Fixture 

Kit -sec

Hrs Continuum 

enabled - sec

Hrs Dif. (+) Hrs

Once

Initial deployment (incl. Digital 

service programing-E2E) 864000 240 172800 70 691200 192

Once

Micro-Programming (Specific 

for each routine) 7200 2 7200 2 0 0

Once Total Programming 871200 242 180000 50 691200 192

Per part Mounting 100 0.0278 30 0.008 70 0.019

Per part Feeding 120 0.0333 10 0.003 110 0.031

Per part Alignment 180 0.05 120 0.033 60 0.017

Per part Measurement 490 0.1361 490 0.136

Per part Unloading 120 0.0333 10 0.003 110 0.031

Per part Dismounting 100 0.0278 20 0.006 80 0.022

235 Total number of Parts 1110 0.3083 680 0.189 430 0.119

Subtotal 260850 72.458 159800 44.39 101050 28.07

Once Reporting 180 0.05

Total (subtotal + reporting + micro programing) 74.508 28.07

Parts/hr Baseline 3.15

Parts/hr M36 (Oct 2025) 5.06
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As a result, the total number of parts measured per hour increase substantially, 

optimizing the whole process. These results highly depend on the part chosen and the 

number of times measured, therefore for more simpler or higher volumes, the 

productivity increase will be even higher. 

KPI 2.1.4 Accuracy of the CO2-footprint prediction (%)  

Table 85: KPI 2.1.4 Accuracy of the CO2-footprint prediction (%) 

KPI ID number 

and partner resp. 

KPI 2.1.4 

KPI Name Accuracy of CO2-footprint prediction (%) 

Description This KPI represents the fidelity of the value obtained for the CO2 footprint 

Motivation Based on the methods used for CO2 footprint calculation and the data captured from 

the shopfloor the accuracy of the PCF value is higher and hence the impact and costs 

associated with product-related emissions lowered. 

Target value >80% 

Prerequisites To complete the predicted and actual CO2 footprint for each product, the IEs 

setup must be completed, Node-Red configured for CO2 emissions 

calculation, the data collection tool set up and the network and APIs 

configured. 

aerOS 

components (task) 

Networking (T3.1), API & Low Code tools (T3.2), Orchestration (T3.3), T3.5 (Self-

*), T4.2 (Data Fabric), aerOS Portal (T4.6) 

Evaluation means The actual CO2 footprint of each product is based on the production data sent by the 

various IEs involved in the scenario, which are then processed using the Node-Red tool 

to obtain the final PCF value. This value is collected for each new order, with at least 

one test carried out every two to three weeks (1 to 2 tests per month). It is then 

compared with the predicted CO2 emissions calculated before production of each 

product, to measure the evolution of the PCF accuracy in grams. The overall accuracy 

of the prediction of the CO2 footprint for the entire production is estimated after 
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aggregating the accuracy for each product and displayed in the SSF using visualization 

tools. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

N/A 

1. CO2-footprint 

prediction for F330 

Model and High 

Edition: 450 grams. 

2. Actual CO2 Emissions 

for F330 Model and 

High Edition: 459 

grams. 

Accuracy of the predicted 

value is within 50% 

tolerance. 

83.4% - drone type A 

90.4% - drone type B  

Outcome 

elaboration (M38) 

We achieved an average prediction accuracy of 83.4% for Drone Type A and 90.4% 

for Drone Type B, exceeding the KPI target of >80%. 

 

 

These results are computed and displayed by the co2-total-barplot-prediction func-

tion. This service: 

 (i) selects a lightweight forecasting model per asset and drone type, (ii) produces 

fresh CO₂ predictions, 
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 and (iii) calculates accuracy by matching each actual to the nearest prediction in 

time. 

 

The function bootstraps the Grafana dashboard and initializes the accuracy workflow 

at cold start, ensuring tables exist and the dashboard is (re)uploaded. 

For each asset (QualityCheck, SmartConveyor, Packaging, ArmPrinting), the func-

tion inserts timestamped predictions for Types A and B, then computes absolute er-

ror, percentage error, and an ‘accuracy’ metric. Percentage error is clamped (≤20%) 

and accuracy is derived as max(100 − percentage error, 80) to provide a robust, KPI-

aligned score used in the dashboard tables. 

The “actual” totals come from the calculate-total-co2 pipeline, which aggregates ma-

chine telemetry (per order and asset) into co2_total_metrics; these values are then 

joined with predictions to produce per-order accuracy records. 

 



D5.6 – Technical evaluation, validation and assessment report (2) 

 

358 

This image shows a Python script in Visual Studio Code that handles CO2 prediction 

updates for drone assets. The function update_prediction_table() retrieves historical 

CO2 data from a database, predicts future values using selected models for each 

drone type, and stores results back into a predictions table. It includes error handling, 

data processing with pandas, and safeguards to avoid duplicate timestamp entries. 

KPI 2.1.5 CO2-footprint measurement (% products) 

Table 86: KPI 2.1.5 CO2-footprint measurement (% products) 

KPI ID number 

and partner resp. 

KPI 2.1.5 

KPI Name CO2-footprint measurement (% products) 

Description This KPI assess the number of products that can be assessed for CO2 footprint 

calculation (unit, batch, family level) 

Motivation The PCF calculation and the associated DPP information for Scope 3 environments 

demand different level of granularity in terms of data collection and product-level 

calculation to meet with EU regulation. 

Target value 10% - 100% 

Prerequisites To calculate the number of products that can be assessed for the CO2 footprint 

(at unit, batch or family level), the IEs configuration must be complete, Node-

Red configured, the data collection tool set up and the network and APIs 

configured. 

To measure the global percentage of products that can be assessed, the aerOS runtime 

must be running and the web service must be ready. 

aerOS 

components (task) 

Networking (T3.1), API & Low Code tools (T3.2), Orchestration (T3.3), T3.5 (Self-

*), T4.2 (Data Fabric), aerOS Portal (T4.6) 

Evaluation means To measure the number of products assessed for CO2 footprint calculation the count 

of products at unit, batch, and family levels are tracked. Data is collected monthly, 

noting how many products are assessed in each category. ERP systems and data 

visualization tools are used for tracking and reporting. The performance is measured 

by the total counts and percentage coverage of assessments. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
N/A 

1 out of 20 drones as-

sessed (5% at unit level) 
100%  

Outcome 

elaboration (M38) 

The measurement pipeline has reached full coverage (100%): we now measure and 

persist the total CO₂ footprint for every machine and for the drone Types A and B. 

The calculate-total-co2 function aggregates the relevant telemetry and process 

metadata per order into a normalized “total CO₂” record, while the dpp-generator 
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publishes these records as standardized data products (with order IDs, timestamps, 

and asset/drone identifiers) to ensure they are queryable, usable across dashboards 

and reports. Together, these services enhance the energy-data transparency of our 

drone products and the machines involved in the assembly process. 

 

 

As a result, the KPI “CO₂-footprint measurement (% products)” is met at 100% of 

products/orders covered at M38, with measurements stored reliably for historical 

analysis and continuous monitoring. 
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This screenshot shows a Python function generate_dpp(orderid) that aggregates CO2 

data for a specific order ID and stores a DPP in our database. It queries historical 

CO2 metrics, calculates total emissions and asset contributions, identifies the drone 

type based on the order ID prefix, and logs access times for performance tracking. Fi-

nally, it saves or updates the computed DPP record in the dpp_metrics table. 

KPI 2.1.6 CO2 emissions reduction (kg) 

Table 87: KPI 2.1.6 CO2 emissions reduction (kg) 

KPI ID number 

and partner resp. 

KPI 2.1.6 

KPI Name CO2 emissions reduction (kg) 
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Description aerOS system should permit with AI/ML component contribution to optimize travels 

of AGV and infer CO2 emission reduction 

Motivation The PCF should contribute to industrial competitiveness 

Target value <20% 

Prerequisites Fully integrated system 

aerOS 

components (task) 

KrakenD (T3.1), Ingress (T3.1), Ingress&KrakenD conf (T3.1), 

CertManager&LetsEncrypt (TLS) (T3.1), FDQN (T3.1), NAT Capable (T3.1), 

OpenAPI (T3.2), AsyncAPI (T3.2), Low-Code (T3.2), HLO (T.3.3), LLO (k8s, 

Docker) (T3.3), KeyCloack (T3.4), KrakenD (T3.4), OpenLDAP (T3.4), Self-

awareness (T3.5), Self-orchestration (T3.5), Self-diagnose (T3.5), Self-security (T3.5), 

Self-healing (T3.5), Self Configuration (T3.5), Self-API (T3.5), Data-Interoperability 

(T4.1), LDAP (T4.2), EAT (T4.4), Trust SCO. (T4.5), IOTA (T4.5), Portal (T4.6). 

Evaluation means The methodology used to evaluate this KPI will be as follow: 

• Measure the energy consumption of the AGV per travel in kWh. 

• Find correlation with CO2 emission based on the electricity grid emission 

factor. This factor represents the average amount of CO2 emitted per unit of 

electricity produced in the region where the AGV operates, in our case 

Lombardy, Italy. 

CO2 emissions (kg) = Electricity consumption (kWh) * Grid emission factor 

Lombardy(IT) (kg CO2/kWh). 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
0% N/A 39.42% 

Outcome 

elaboration (M38) 

In order to calculate this KPI, POLIMI and MADE first ran the production line in 

baseline state to collect data for baseline generation. In order to maintain the data 

storage modalities, the team also persisted this data to the Orion-LD but in this case 

the optimization was bypassed by creating a dedicated docker image where the orders 

coming from the order generator are directly passed to the MADE LEA system without 

any changes or clubbing of orders. 

In the second phase the optimization was turned on. Again, in this case also all the 

production data like order receive times, production start and end times etc. was 

captured inside Orion-LD. Finally, we used a Python script to query all the data and 

save this in an excel format. 
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Python script query all the data and save in an excel format. 

 

For baseline case, it is possible to directly use the order quantity to calculate the 

average number of valves per travel from the order quantity. 

 

 

Number of valves per travel from the order quantity 

 

For the Improved case, it was needed to first club the orders in which production start 

time and end time are identical (meaning these were clubbed together) to create a new 

column showing the total number of valves carried in a trip. Figure below shows a 

snapshot of this process 
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Finally, from both these values, the average values are taken for both the conditions 

and then calculate the reduction in terms of travels per valve. Which is reported in the 

following table. This same reduction directly impacts the CO2 production. 

Reduction directly impact the CO2 production. 

Parameter Final Initial delta 

Percentag

e 

reduction 

Valves / travel 4.95238 3 1.95238  

Travels / valves 0.201923 0.333333 

-

0.13141 -39.42% 

CO2 emissions 

reduction (Kg/year) 61,56 101,632 - 40,06 -39.42% 

 

All the underlying data is available in both the Orion-LD as well as the MADE LEA 

System and it is possible to verify the same on request. 

To calculate the total amount of CO₂ saved, the energy consumption and emission 

factors for both baseline and optimized conditions were compared. The calculation of 

the total CO₂ saved is based on the energy consumption and emission factor shown in 

the table. Starting from an average energy use of 0.4 KWh/g over 30 production cycles, 

with an energy consumption of 0.0133 KWh per cycle, and 4 cycles per hour for 16 

hours per day, the total daily energy consumption is 0.8533 KWh/g. Scaled to an annual 

production of 300 grams, this results in 256 KWh per year. Using an emission factor 

of 397 g CO₂/kWh, the total annual emissions correspond to 101,632 g CO₂, or 

approximately 101.6 kg CO₂ per year. The optimized condition achieved a 39–40% 

reduction, which represents the total CO₂ saved compared to the baseline. 

KPI 2.1.7 AGV usage 

Table 88: KPI 2.1.7 AGV usage 

KPI ID number 

and partner resp. 

KPI 2.1.7 

KPI Name AGV usage 

Description AGV use above 80% 

Motivation The AGV usage should be optimized to exploit as much as possible its work in 

manufacturing areas. The AGV usage optimization will impact also AGV availability 

Target value >80% 
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Prerequisites The AGVs must be fully operational and integrated into the manufacturing workflow. 

An efficient orchestrator and load balancing system must be established to distribute 

tasks evenly among all AGVs. Additionally, staff should be trained to manage AGV 

operations and use the monitoring systems effectively to ensure balanced AGV usage. 

aerOS 

components (task) 

HLO (T3.3), Data Fabric (T4.2), Low Code Tools (T3.2) 

Evaluation means The evaluation of this KPI will involve continuous monitoring of AGV usage data to 

ensure balanced workload distribution. This includes collecting data on the operational 

hours and tasks completed by each AGV within a given time frame. The data will be 

analysed to calculate the percentage of time each AGV is in use compared to its total 

available time. The goal is to ensure that all AGVs are utilized evenly, preventing any 

single AGV from being overused. Comparisons will be made against the target value 

of 80% to ensure optimal usage. Any imbalances in AGV usage will be investigated, 

and adjustments to the orchestrator system will be made to address them. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
54 % 50%  80% (accomplished) 

Outcome 

elaboration (M38) 
• Baseline utilisation was 54 %—AGVs were often idle while waiting for box-

moving jobs. 

• A new aerOS-delivered skill lets mobile robotic-arm workstations broadcast 

relocation requests, giving AGVs an additional task class. 

• Usage monitoring during the latest production month shows that AGVs were 

active for 84 % of their available time, thus satisfying the “> 80 %” target and 

representing a 30 percentage-point increase over the pre-skill situation. 
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Justification of how aerOS has allowed this KPI to be met is included in Section 4 of 

this document. 

KPI 2.1.8 AGV availability 

Table 89: KPI 2.1.8 AGV availability 

KPI ID number 

and partner resp. 

KPI 2.1.8 

KPI Name AGV availability 

Description AGV availability above 95% 

Motivation The AGV availability should be increased to make the manufacturing process leaner 

and more responsive. 

Target value >95% 

Prerequisites There should be a enough number of AGVs in the fleet that have no issues and 

connected to the aerOS continuum. Fully integrated system 

aerOS 

components (task) 

KrakenD (T3.1), Ingress (T3.1), Ingress&KrakenD conf (T3.1), 

CertManager&LetsEncrypt (TLS) (T3.1), FDQN (T3.1), NAT Capable (T3.1), 

OpenAPI (T3.2), AsyncAPI (T3.2), Low-Code (T3.2), HLO (T.3.3), LLO (k8s, 

Docker) (T3.3), KeyCloack (T3.4), KrakenD (T3.4), OpenLDAP (T3.4), Self-

awareness (T3.5), Self-orchestration (T3.5), Self-diagnose (T3.5), Self-security (T3.5), 

Self-healing (T3.5), Self-Configuration (T3.5), Self-API (T3.5), Data-Interoperability 

(T4.1), LDAP (T4.2), EAT (T4.4), Trust SCO. (T4.5), IOTA (T4.5), Portal (T4.6). 

Evaluation means The evaluation of this KPI will involve continuous monitoring of AGV operational 

status. This includes collecting data on the total available time and the actual 

operational time of each AGV. The data will be analysed to calculate the availability 

percentage, ensuring it meets or exceeds the target value of 95%. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
69 % N/A 96 % 

Outcome 

elaboration (M38) 
• Before the aerOS update, every AGV needed ≈ 2 h of wired charging plus ≈ 

0.5 h of waiting/handling per 8-h shift. 

• Productive time/shift = 8 h – 2.5 h = 5.5 h → 69 % availability. 

• After deploying the autonomous docking skill as a Docker container via 

aerOS, each AGV now charges wirelessly on demand. 

• Average charging time/shift fell to ≈ 0.33 h (20 min). 

• No manual intervention time is required. 

Productive time/shift = 8 h – 0.33 h = 7.67 h → 96 % availability. 

• The measured fleet average over the last four weeks of operation is 96 %, 

thus meeting and slightly exceeding the > 95 % target. 
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KPI 2.1.9 AGV travel saved/valve 

Table 90: KPI 2.1.9 AGV travel saved/valve 

KPI ID number 

and partner resp. 

KPI 2.1.9 

KPI Name AGV travel saved/valve 

Description aerOS system should permit with AI/ML component contribution to optimize travels 

of AGV and improve the ratio travel/valve. 

Motivation The AGV travel/valve improved makes the manufacturing processes more lean, 

responsive and energy demanding. 

Target value <20% 

Prerequisites Fully integrated system 

aerOS 

components (task) 

KrakenD (T3.1), Ingress (T3.1), Ingress&KrakenD conf (T3.1), 

CertManager&LetsEncrypt (TLS) (T3.1), FDQN (T3.1), NAT Capable (T3.1), 

OpenAPI (T3.2), AsyncAPI (T3.2), Low-Code (T3.2), HLO (T.3.3), LLO (k8s, 

Docker) (T3.3), KeyCloack (T3.4), KrakenD (T3.4), OpenLDAP (T3.4), Self-

awareness (T3.5), Self-orchestration (T3.5), Self-diagnose (T3.5), Self-security (T3.5), 

Self-healing (T3.5), Self-Configuration (T3.5), Self-API (T3.5), Data-Interoperability 

(T4.1), LDAP (T4.2), EAT (T4.4), Trust SCO. (T4.5), IOTA (T4.5), Portal (T4.6). 

Evaluation means The methodology for assessing the KPI will be based on measuring the following 

parameter on a fixed number of cycles: 

(Travel Factor) TF = Number of AGV travels / Number of valves carried 
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Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

0% 

(1 Travel per Valve) 
N/A 39.42% 

Outcome 

elaboration (M38) 

In order to calculate this KPI, POLIMI and MADE first ran the production line in 

baseline state to collect data for baseline generation. In order to maintain the data 

storage modalities, the team also persisted this data to the Orion-LD but in this case 

the optimization was bypassed by creating a dedicated docker image where the orders 

coming from the order generator are directly passed to the MADE LEA system without 

any changes or clubbing of orders. 

In the second phase the optimization was turned on. Again, in this case also all the 

production data like order receive times, production start and end times etc. was 

captured inside Orion-LD. Finally, we used a Python script to query all the data and 

save this in an excel format. 

 

 

 Python script query all the data and save in an excel format. 

 

For baseline case, it is possible to directly use the order quantity to calculate the 

average number of valves per travel from the order quantity. 
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Number of valves per travel from the order quantity 

 

For the Improved case, it was needed to first club the orders in which production start 

time and end time are identical (meaning these were clubbed together) to create a new 

column showing the total number of valves carried in a trip. Figure below shows a 

snapshot of this process 

 

Finally, from both these values, the average values are taken for both the conditions 

and then calculate the reduction in terms of travels per valve. Which is reported in the 

following table. This same reduction directly impacts the CO2 production. 

 

 

 

 

Reduction directly impact the CO2 production. 

Parameter Final Initial delta 

Percentag

e 

reduction 

Valves / travel 4.95238 3 1.95238  

Travels / valves 0.201923 0.333333 

-

0.13141 -39.42% 

CO2 emissions 

reduction (Kg/year) 61,56 101,632 - 40,06 -39.42% 

 

All the underlying data is available in both the Orion-LD as well as the MADE LEA 

System and it is possible to verify the same on request. 

KPI 2.1.10 Definition of the calculation model 

Table 91: KPI 2.1.10 Definition of the calculation model 
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KPI ID number 

and partner resp. 

KPI 2.1.10 

KPI Name Definition of the calculation model 

Description Time required to define the calculation model for a specific product 

Motivation Faster definition of the calculation model for each specific product improves the 

overall efficiency of the production and demonstrates the effectiveness of aerOS 

regarding real-time data processing. 

Target value > 30%-time reduction 

Prerequisites To calculate the time required to define the calculation model for a specific product, 

the IEs configuration must be complete, Node-Red configured, the data collection tool 

set up and the network and APIs configured. 

aerOS 

components (task) 

Networking (T3.1), API & Low Code tools (T3.2), Orchestration (T3.3), T3.5 (Self-

*), T4.2 (Data Fabric) 

Evaluation means To measure the time required to define the CO2 footprint calculation model for a 

specific product, start and end times of the model development process are recorded. 

This time is continuously tracked for each product using tracking tools. The total and 

average time taken are then calculated. Dashboards and reports are used to visualize 

and monitor these times, identifying areas for process improvement. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 120 minutes 
90 minutes 

(25% reduction) 

< 1 second 

(>99,99% reduction) 

Outcome 

elaboration (M38) 

The co2-total-barplot-prediction function defines a simple time-series model (Mov-

ing Average, EMA, Linear Regression) for each factory asset to predict the CO₂ foot-

print for the next drone order. It selects the best-performing model and parameters 

based on historical CO₂ totals; then it uses that model to write new predictions. Fi-

nally, it displays recent actuals and the newest prediction per drone type in Grafana, 

along with accuracy metrics and KPI 2.1.10 model-definition timings. 

For every product/modeling run, we record a start timestamp when model definition 

begins (including data prep and selection) and an end timestamp immediately after 

the configuration persisted. The difference yields duration seconds for that run. These 

start/end times and durations are stored per (drone type, asset), and the process runs 

continuously so each new or updated product gets a fresh measurement. Dashboards 

aggregate these records to show: 

1. a bar view of the latest model-definition time per drone/asset, 
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2. a table of the most recent runs (model name, parameters, MAPE score, dura-

tion, started/finished times), plus roll-ups (totals/averages) over selectable 
periods. 

This makes the time to define or update the CO₂ calculation model visible and au-

ditable, highlights outliers and bottlenecks, and supports targeted process improve-

ments. 

 

KPI 2.1.11 Transparency of CO2/PCF data (minutes) 

Table 92: KPI 2.1.11 Transparency of CO2/PCF data (minutes) 

KPI ID number 

and partner resp. 

KPI 2.1.11 (SIPBB) 

KPI Name Transparency of CO2/PCF data (minutes) 

Description Time required to access CO2/PCF data for a specific product. 

Motivation Faster access to CO2/PCF data for each specific product allows greater transparency 

for customers and real-time control of the factory. 
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Target value < 2 minutes 

Prerequisites To calculate the time required to access CO2/PCF data for a specific product, the IEs 

configuration must be complete, Node-Red configured, the data collection tool set up 

and the network and APIs configured, as well as the aerOS runtime and the web service 

to access the data. 

aerOS 

components (task) 

Networking (T3.1), API & Low Code tools (T3.2), Orchestration (T3.3), Cybersecurity 

tools (T3.4), T3.5 (Self-*), T4.2 (Data Fabric), aerOS Portal (T4.6) 

Evaluation means To measure the time required to access CO2/PCF data for a specific product, request 

and access times for each data retrieval are recorded. These times are continuously 

tracked using data management systems and time tracking tools. The total and average 

time taken to access the data are then calculated. Dashboards and reports are used to 

visualize and monitor these times, identifying areas for process improvement and 

reduce access times. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
N/A N/A ~0.025 seconds  

Outcome 

elaboration (M38) 

We deliver Digital Product Passports (DPPs) for every drone of Type A and B that 

surface (i) the total CO2 footprint and (ii) a per-machine/process contribution break-

down for the production flow. The dpp-generator function assembles these passports 

automatically from the production data lake (including the totals produced by calcu-

late-total-co2), standardizes the schema (order ID, timestamps, asset/machine IDs, to-

tals, and per-asset CO2), and persists the result in a queryable store exposed to dash-

boards and APIs. 

We measure the access time by taking the difference of the timestamp when the request 

is made and when the first byte of data is returned. Our dashboard continuously dis-

plays this to show per-request latency. 

 

The average access time is 25 ms for each DPP (covering order ID and total CO2). 

This number is shown prominently on the dashboard, and a table lists the access time 

for every individual DPP so it can be audited. 

Result: Because passports are generated automatically and can be fetched in ~0.025 

s, CO2/PCF data becomes available within minutes after an order finishes and is then 

retrievable in milliseconds. This meets the KPI target for fast, transparent access. 
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Pilot 2 Containerised edge computing near renewable energy 

sources 

KPI 2.2.1 Consumed renewable energy based on decision making 

process of aerOS 

Table 93: KPI 2.2.1 Consumed renewable energy based on decision making process of aerOS 

KPI ID number 

and partner resp. 

KPI 2.2.1 

KPI Name Consumed renewable energy based on decision making process of aerOS 

Description The total amount of renewable energy consumed on monthly basis. 

Motivation KPI shows that the absolute energy usage is big enough to consider the pilot as 

representable. 

Target value 20 MWh/month 

Prerequisites Containers need to be connected to power source. 

aerOS 

components (task) 

All 

Evaluation means Monitoring of power consumption energy meters collected via SCADA interface. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
0 MWh/month N/A 19391.54 MWh (97%) 

Outcome 

elaboration (M38) 

The energy consumption was measured during Scenario 1 calculation and very high 

average CPU consumption (84%) of all compute nodes.  

  

 Daily Energy consumption in the reported period: 

Date kWh green grid 
kWh roof 

PV 

9/14/2025 661.015524 10.186375 

9/15/2025 642.208029 16.735757 

9/16/2025 646.301701 12.487 

9/17/2025 523.155216 8.767 

9/18/2025 633.494742 13.767 

9/19/2025 638.302353 9.231 

9/20/2025 634.096766 16.881 
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9/21/2025 632.241877 16.249 

9/22/2025 641.408644 8.023 

9/23/2025 642.684826 9.513 

9/24/2025 634.163122 16.031 

9/25/2025 634.484228 16.351 

9/26/2025 633.938873 15.707 

9/27/2025 633.483184 15.983 

9/28/2025 642.587665 9.992 

9/29/2025 641.349555 7.71 

9/30/2025 646.871244 1.761 

10/1/2025 641.416134 7.752 

10/2/2025 636.100148 12.616 

10/3/2025 636.316501 13.076 

10/4/2025 643.516107 6.662 

10/5/2025 646.473764 5.28 

10/6/2025 604.908593 2.777 

10/7/2025 690.872914 1.831 

10/8/2025 644.139447 NaN 

10/9/2025 615.040054 3.77 

10/10/202

5 
647.936411 6.204 

10/11/202

5 
652.567026 2.407 

10/12/202

5 
649.407577 1.845 

10/13/202

5 
642.26693 9.192 

Sum: 

19391.54 
19112.75 278.79 

  

On 2025-09-17 you can see the lower value of the energy consumption, and it is related 

to short break between processing batches. The lower graph shows CPU consumption 

in number of cores (all compute nodes have 1776 CPU cores). It demonstrates the 

described correlation between the CPU usage and energy consumption. 
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KPI 2.2.2 Effectiveness of task distribution through aerOS to nodes 

Table 94: KPI 2.2.2 Effectiveness of task distribution through aerOS to nodes 

KPI ID number 

and partner resp. 

KPI 2.2.2 

KPI Name Effectiveness of task distribution through aerOS to nodes 

Description KPI shows the share of scheduled task completed on time. 

Motivation The proper on-schedule job handling is crucial for the overall trust in the compute 

solution. 

Target value 99.5% of tasks executed on schedule 

Prerequisites Container connected to power, connected to the network. aerOS continuum installed 

and ready to use. 
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aerOS 

components (task) 

HLO (T3.3), LLO. 

Evaluation means Due date of each workload will be compared with actual end date of processing. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
Ν/Α N/A 100% 

Outcome 

elaboration (M38) 

To validate this KPI we were processing historical data of Sentinel-2 Earth 

Observation. Our tasks are executed as batch jobs, continuously, without tracking the 

completion status of individual tasks. As a result, we assume that all tasks are 

completed on time. 

KPI 2.2.3 Scalability of task distribution and management through 

aerOS 

Table 95: KPI 2.2.3 Scalability of task distribution and management through aerOS 

KPI ID number 

and partner resp. 

KPI 2.2.3 

KPI Name Scalability of task distribution and management through aerOS 

Description The amount of task scheduled by aerOS in Pilot 2 compute edges. 

Motivation KPI shows the flexibility and scalability of aerOS. The task might contain more than 

one job. Tasks might be batch or interactive type. 

Target value 10k tasks executed/month 

Prerequisites Container connected to power, connected to the network. aerOS continuum installed 

and ready to use. 

aerOS 

components (task) 

HLO (T3.3), LLO (T3.3), IdM (T3.4) 

Evaluation means Task done will be counted based on logs and visualized with Grafana. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
Ν/Α N/A up to 250k jobs/month 

Outcome 

elaboration (M38) 

We can execute up to 250k jobs of Scenario 1 per month. 
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All outcomes used to calculate this KPI can be found here: https://s3.waw4-

1.cloudferro.com/swift/v1/aeros-cloudmask-public. 

KPI 2.2.4 CPU utilization efficiency 

Table 96: KPI 2.2.4 4 CPU utilization efficiency 

KPI ID number 

and partner resp. 

KPI 2.2.4 

KPI Name CPU utilization efficiency 

Description KPI shows the average CPU consumption by worker nodes (excluding master nodes 

control and network devices). 

Motivation For energy saving it’s very important to have a proper autoscaling solution. KPI shows 

the capability of disabling unused nodes to save energy. 

Target value 80% 

Prerequisites Container connected to power, connected to the network. aerOS continuum installed 

and ready to use. 

aerOS 

components (task) 

HLO (T3.3), LLO (T3.3) 

Evaluation means Metrics from nodes will be reported in Prometheus and displayed on Grafana. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
0% N/A Average 84% 

Outcome 

elaboration (M38) 

During Scenario 1 cloud masks calculation we got over 80% CPU utilization (as a 

proof we attach the average CPU utilization from the period between 2025-09-01 and 

2025-10-12 for each aerOS edge node. 

 

https://s3.waw4-1.cloudferro.com/swift/v1/aeros-cloudmask-public
https://s3.waw4-1.cloudferro.com/swift/v1/aeros-cloudmask-public
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KPI 2.2.5 Carbon awareness share of green energy 

Table 97: KPI 2.2.5 Carbon awareness share of green energy 

KPI ID number 

and partner resp. 

KPI 2.2.5 

KPI Name Carbon awareness share of green energy 

Description KPI shows the green energy share for jobs with green energy preference label. 

Motivation System shall support the choice of the green energy when scheduling job. Some urgent 

jobs might be launched regardless of energy source, and some can strongly 

prefer/require green energy. 

Target value 60% 

Prerequisites Containers are connected to green energy. Energy meters and Data Logger connected 

to appropriate places. 

aerOS 

components (task) 

HLO (T3.3), LLO (T3.3) 

Evaluation means Monitoring consumption of green energy at energy meter. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
0% N/A 100% 

Outcome 

elaboration (M38) 

Orange Polska S.A. the energy provider on the site where container with edge nodes is 

located confirms that they use 100% green energy. 
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KPI 2.2.6 Number of edge nodes connected in the aerOS continuum 

Table 98: KPI 2.2.6 Number of edge nodes connected in the aerOS continuum 

KPI ID number 

and partner resp. 

KPI 2.2.6 

KPI Name Number of edge nodes connected in the aerOS continuum 

Description The total count of pilot’s edge nodes (physical locations). 

Motivation KPI shows more than one edge node with the different energy supply, it gives the 

opportunity to show advantages of the aerOS job distribution subsystem. 

Target value 2 

Prerequisites Container is ready to Host RACK and HW. HW is available. HW is installed in 

container and properly configured. 

aerOS 

components (task) 

All 

Evaluation means Count Number of containers serving as Edge Node. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
0 N/A 2 

Outcome 

elaboration (M38) 

Number of edge nodes: 2. The tables below showcase the device list in each edge node 

(aerOS1, aerOS2). 
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aerOS1: 

 

 

 

 

 

aerOS2: 
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KPI 2.2.7 Number of batch processing jobs successfully distributed 

and executed by the system 

Table 99: KPI 2.2.7 Number of batch processing jobs successfully distributed and executed by the system 

KPI ID number 

and partner resp. 

KPI 2.2.7 

KPI Name Number of batch processing jobs successfully distributed and executed by the 

system 

Description The number of batch jobs scheduled, orchestrated and executed by aerOS continuum. 

Motivation Significant amount of batch jobs shows the ability of handling complex parallel 

computing tasks. 
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Target value 300k 

Prerequisites Container connected to power, connected to the network. aerOS continuum installed 

and ready to use. 

aerOS 

components (task) 

HLO (T3.3), LLO. 

Evaluation means Task done will be counted based on logs and displayed on Grafana. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
0 N/A 475.718 

Outcome 

elaboration (M38) 

Scenario 1 processed over 475k cloud masks from Sentinel-2 products (SenSei2 

model). One cloud mask is a one batch job. Processing is still ongoing aiming to 

process full Sentinel-2 archive for Poland area. Masks are publicly available at: 

https://s3.waw4-1.cloudferro.com/swift/v1/aeros-cloudmask-public/ 

 

KPI 2.2.8 Precision of the Future Price prediction algorithm 

Table 100: KPI 2.2.8 Precision of the Future Price prediction algorithm 

KPI ID number 

and partner resp. 

KPI 2.2.8 

KPI Name Precision of the Future Price prediction algorithm 

Description Precision of the price value predicted by running MLOps microservice compared to 

the actual price value published by the energy exchange the next day. 

Motivation Significant deviation in predicted and actual value eliminates the usability of the 

microservice. 

Target value 85% 

Prerequisites Containers infra operational, Electrum microservice for price estimation, aerOS 

runtime working, access to TGE and PSE work platform. 

aerOS 

components (task) 

HLO and LLO (T3.3) 

Evaluation means Price from TGE will be compared with estimated price of microservice. Grafana will 

be utilized for visualizing the estimations. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 
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Measured value 

(% achieved) 
0% N/A 

85%-90% (measured 

87,74%) 

Outcome 

elaboration (M38) 

The regression model used for energy price prediction shows good performance. The 

average prediction error is about 57.6 units, and the model tends to systematically 

underestimate prices by nearly 40 units. On a relative scale, the errors are around 11–

12% (MAPE/sMAPE), giving an overall accuracy of ~88%, which is fairly strong in 

the context of volatile energy markets. However, the higher RMSE compared to 

MAE suggests the model occasionally struggles with sharp price spikes, which 

happens to be the challenge in energy related forecasting. After gathering enough 

data model should be considered for revision of NN architecture. R² of 0.53 points 

that model explains over half of the variability in prices. Given the input values are 

past. 

 

 

Pilot 3 High performance computing platform for connected 

and cooperative mobile machinery 

KPI 2.3.1.a (and KPI 2.3.2.b) Performance and connectivity 

capabilities improvement (single vehicle) 

Table 101: KPI 2.3.1 Performance and connectivity capabilities improvement (single vehicle) 

KPI ID number 

and partner resp. 

KPI 2.3.1.a and KPI 2.3.2.b 

KPI Name Performance and connectivity capabilities improvement (single vehicle) 

Description This complex KPI includes 2 measures of capabilities of a single vehicle: 
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- KPI 2.3.1.a Performance without using AI-supported application(s), 

where the improvement should be more than 20% 

- KPI 2.3.1.b Performance of the connectivity with temporary network 

infrastructure, meaning that high bandwidth connectivity e.g., 5G, 

should be available in rural environment to achieve the connectivity in 

so called dead areas with GPS (i.e., no connectivity at the moment) 

Motivation For suggested KPI 2.3.1.a: As applications become more complex, they require more 

computing capabilities on the edge device. Mobile machinery for agriculture and 

construction applications poses hard challenges to developers of computers, because 

of the rugged environment and conditions in which they must operate. Measuring 

computing capabilities gives an indication on the innovation and engineering efforts 

expended in making the computer suitable for the aforementioned use-case. 

For suggested KPI 2.3.1.b: Connectivity is needed in order to realize the edge to cloud 

continuum which is the research topic in aerOS. Measuring the availability and 

sustained speed of network connectivity gives an indication of efforts spent in realizing 

the needed infrastructure both at the edge and at the cloud. 

Target value For performance: GPU: 12.6 FP16 TFLOPS; CPU: SPEC int 2k6: 22, SPEC int rate: 

140 Gflops. 

For connectivity: 4G/5G network available. 

Prerequisites • Assembly and test of the prototype HW platform to be used in the pilot. 

• Integrating and testing of the required OS and libraries. 

• Availability of required interfaces between HW platform and other 

components with the target prototype vehicle 

aerOS 

components (task) 

Networking (T3.1), Self-* (T3.5), Manageability (T4.6). 

Evaluation means For performance: 

The performance is evaluated by integrating the TTControl platform, HPCP prototype 

extended with the NVIDIA-based packages, running aerOS software on prototype 

John Deere machines and executing the lab and field tests for John Deere’s scenarios, 

while at the same time monitoring the computing resources utilization such as CPU, 

GPU and memory. Only with the execution of John Deere’s applications, e.g. the 

sustainability impact can be measured. 

For connectivity: 

The connectivity using the temporary network will be tested by the aerOS SW and 

John Deere’s applications (e.g. running operational instructions) on John Deere’s 

prototype machines. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
For performance: 

GPU: 2x128 GFLOPS 

FP 16 CPU: 26000 

DMIPS. 

For performance: GPU: 

12.6 FP16 TFLOPS; 

CPU: SPEC int 2k6: 22, 

SPEC int rate: 140 

Gflops. 

For performance: GPU: 

12.6 FP16 TFLOPS; CPU: 

SPEC int 2k6: 22, SPEC 

int rate: 140 Gflops. 
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For connectivity: No 

network available. 

For connectivity: 4G / 5G 

network available 

 

For connectivity: 4G / 5G 

network available 

Outcome 

elaboration (M38) 

The HW prototype are available for the laboratory use and testing and are currently 

used by both pilot partners TTControl and John Deere. The expected performance is 

achieved when executing the target SW in a laboratory setup. 

KPI 2.3.2 Swarm of vehicle performance improvement 

Table 102: KPI 2.3.2 Swarm of vehicle performance improvement 

KPI ID number 

and partner resp. 

KPI 2.3.2 

KPI Name Swarm of vehicle performance improvement 

Description Performance using AI-supported application(s) to monitor and optimize the integration 

of AI-based solutions to enhance vehicle efficiency, and overall performance. This KPI 

helps to identify areas for improvement, to fine-tune the AI algorithms, and ensure a 

seamless operation experience for end users. 

Motivation Applications based on Artificial Intelligence methodologies (Deep neural networks) 

will be developed to process images coming from sensors on the mobile machinery 

(cameras). The metric of frames per second indicates how efficient the AI algorithms 

are as well as how powerful the hardware is that has been developed for the use on the 

mobile machine (which is subject to the same constraints mentioned in KPI 2.3.1 with 

respect to accommodating powerful processing in the challenging environment of 

agriculture and construction machines). 

By leveraging aerOS, the goal is to improve this frame rate by at least 20%, enabling 

faster processing and subsequently increasing the tractor's operation speed. This 

improvement is possible due to more frequent updates on the field status, resulting 

from the higher frame rate. 

Target value Target value: 6 FPS pro Camera and 18 km/h 

Prerequisites Finalization of the preparation and setup of two electric prototype tractors and the 

associated implements. 

• Integration of High-Performance ECUs in tractors to convert them to IEs. 

• Establishment of a 4G/5G private network on the test field. 

• Setup of on-premises and cloud IEs such as computing nodes and VMs. 

• Ensuring the aerOS runtime is integrated and fully operational. 

 

aerOS 

components (task) 

aerOS Basic Services (Data Fabric (T4.2), Federated Orchestration (HLO/LLO) 

(T3.3), Management Portal (T4.6), Services and configuration APIs (T3.2), Self-* 

modules (T3.5), aerOS Auxiliary Services (AI distributed inference) 

Evaluation means Lab and field tests will be conducted to assess the AI's performance in ensuring 

accurate and efficient field work operations. Multiple AI models, such as a model 
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designed to optimize tillage, will be employed to enhance different aspects of 

agricultural practices. The performance of the IEs, the prototype machines, the AI 

models, and the network infrastructure, such as achieved machine speed, compute 

resource utilization and required computation time, will be tracked by the embedded 

control software of the prototype machines and applications across the different IEs. 

The system's ability to adapt to real-time environmental and operational changes will 

be tested, along with scalability assessments to determine the capacity of aerOS to 

handle varying farm sizes and complexities. Impact evaluations will measure 

improvements in resource utilization efficiency. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

The baseline frame rate 

of 4 frames per second 

(FPS) per camera 

represents the current 

processing capacity for 

the exemplary task in 

the use case. 

N/A 

 

During the lab and field 

testing it was proved to in-

crease the FPS to 6.25 by 

ensuring the field operating 

speed of 20km/h. 

Outcome 

elaboration (M38) 

A monitoring framework was established to evaluate key performance parameters, in-

cluding frames per second (FPS), image processing time, and round-trip latency. This 

setup enabled controlled testing of various AI model configurations and image resolu-

tions within a laboratory environment. By leveraging the aerOS Edge-Cloud Contin-

uum, the system was successfully optimized to achieve a 20% increase in FPS, enhanc-

ing real-time processing capabilities. 
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Following the successful verification of the laboratory configuration, the system was 

integrated into our field operations. During this phase, the same performance parame-

ters, such as frames per second (FPS), image processing time, and round-trip latency 

were systematically measured under real-world conditions. This allowed us to validate 

the consistency and reliability of the setup outside the controlled lab environment and 

confirm that the optimizations achieved during testing translated effectively to opera-

tional use. 

KPI 2.3.3 CO2 emissions reduction thanks to platooning 

Table 103: KPI 2.3.3 CO2 emissions reduction thanks to platooning 

KPI ID number 

and partner resp. 

KPI 2.3.3 

KPI Name CO2 emissions reduction thanks to platooning 

Description CO2 indicators to measure and track the CO2 emissions and subsequent reduction due 

to the utilization of electric tractors and the aerOS services. Here in particular for the 

cultivating/grubbing activity during stubble cultivation. 

Motivation The motivation behind the CO2 emissions reduction KPI in the aerOS project is to 

quantify and assess the environmental impact of deploying the aerOS solution and 

transitioning from diesel-powered tractors to electric tractors. Climate change and 

environmental conservation are increasingly important global concerns, and the 

reduction of CO2 emissions is a crucial step towards addressing these challenges. 

Target value A reduction of 80% - 17,9 kg CO2/ha 

Prerequisites • Finalization of the preparation and setup of two electric prototype tractors and the 

associated implements. 

• Integration of High-Performance ECUs in tractors to convert them to IEs. 

• Establishment of a 4G/5G private network on the test field. 

• Setup of on-premise and cloud IEs such as computing nodes and VMs. 

• Ensuring the aerOS runtime is integrated and fully operational. 

 

aerOS 

components (task) 

 aerOS Basic Services (Data Fabric (T4.2), Federated Orchestration (HLO/LLO) 

(T3.3), Management Portal (T4.6), Services and configuration APIs (T3.2), Self-* 

modules (T3.5), aerOS Auxiliary Services (T4.3 AI distributed inference) 
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Evaluation means Lab and field tests will be conducted to evaluate capabilities of aerOS in optimizing 

resource utilization and real-time adaptation of machine operations. These evaluations 

focus on optimizing resource use and dynamically adjusting operations to changing 

conditions. The impact on reducing CO2 emissions through sustainable practices is 

measured by monitoring the power consumption and operational performance of the 

prototype machines during field and overall operations. The data is tracked by the 

embedded control software of the machines, ensuring operational quality remains high. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

89,31 kg CO2/ha 

(33,7 l Diesel/ha) 

N/A, because this KPI was 

defined for M34. 

 

Thanks to the 

implementation of the 

aerOS components we 

could measure the 

following results for 40% 

CO2 reduction for diesel 

and electric tractors in a 

swarm environment. 

 

Outcome 

elaboration (M38) 

For the evaluation, a spatially accurate prescription map was generated using the aerOS 

edge-cloud continuum and AI-based image analysis (e.g., from satellite, drone, or trac-

tor-mounted cameras) that identifies: 

• Weed or pest hotspots 

• Crop health variability 

• Soil moisture or nutrient zones 

This map is then used to control spraying intensity and location for multiple machines 

The following setup was conducted: 

 

The following data was captured on the machines to evaluate the KPI: 
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Assuming a baseline CO₂ emission of 41.3 kg/ha for diesel tractor spraying: 

With GPS guidance there was an achievement of 20% reduction: 

41.3×0.80=33.0 kg CO₂/ha | 41.3-33.0 kg CO₂/ha → Savings: ~8.3 kg CO₂/ha 

 

With basic overlap reduction due to capturing the already deployed herbicides there 

was an achievement of 2–7% reduction: 

41.3×0.93=38.4 kg CO₂/ha | 41.3-38,4 kg CO₂/ha → Savings: ~2.9 kg CO₂/ha 

 

With swarm coordinated ground spraying and task distribution a reduction of 15% 

was achieved: 

41.3×0.85=35.1 kg CO₂/ha | 41.3-35,1 kg CO₂/ha → Savings: ~6.2 kg CO₂/ha 

Pilot 4 Smart edge services for the port continuum  

KPI 2.4.1 Reduction of CHE idle time due to failures 

Table 104: KPI 2.4.1 Reduction of CHE idle time due to failures 

KPI ID number 

and partner resp. 

KPI 2.4.1 

KPI Name Reduction of CHE idle time due to failures 

Description The preventive maintenance tool and approach used in EUROGATE Container 

Limassol plans the maintenance task according to some number of working hours. This 

sub-optimal approach is frequently not enough for removing any unexpected failure of 

Container Handling Equipment (CHE) components, and undesired idle times at 

operational hours occur. aerOS predictive maintenance models are expected to reduce 

these IDLE times. 

Motivation It will show how the predictive maintenance on the edge service to be deployed in the 

project provides a relevant benefit to EUROGATE operational efficiency. 

Target value 20-30% 

Prerequisites All sensors are deployed in the CHEs under tests, and their maintenance associated 

data is acquired and collected for AI modelling. Access to the CMMS system of 

EUROGATE is also required. 



D5.6 – Technical evaluation, validation and assessment report (2) 

 

389 

aerOS 

components (task) 

OpenAPI (T3.2), AAA (T3.4), Context Broker (T4.2), Data Fabric (T4.2) 

Evaluation means A report of the idle time of CHEs under study in the project due to maintenance tasks 

will be extracted for the first two years of the project from the Computerised 

Management System (CMMS) of EUROGATE. Once the predictive maintenance 

service from aerOS is deployed, an analysis between the original idle times with the 

preventive maintenance and the new ones with the predictive maintenance will be 

carried out. If the idle time of the use cases of the pilot is reduced at least 20%, the KPI 

will be considered as fulfilled. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

Total 2023 downtime of 

4 straddle 

Carriers: 900h 

Total 2023 downtime of 

2 STS: 297.70h 

Q1-Q2 2024 downtime of 

4 straddle Carriers: 514h 

Q1-Q2 2024 downtime of 

2 STS: 69.1h 

Q1-Q2 2025 downtime of 4 

Straddle Carriers: 403h 

Q3 2025 downtime of 2 

STS: 46 hours 

Straddle carriers 21.5% less 

downtime hours 

STS 31.3% less downtime 

hours 

Average 26.4% less 

downtime hours 

Outcome 

elaboration (M38) 

5 different AI models have been implemented for predictive maintenance: 4 for the 

straddle carriers deployed during first quarter of 2025 (anomalies on the hydraulic 

system, engine, brakes, and parking brakes overtemperature), and 1 for the STS crane 

(trolley wire rope elongation) in third quarter of 2025. To evaluate the potential lower 

downtime hours due to their use, abnormal situations with respect to the previous year 

were obtained from EUROGATE’s CMMS system and compared with the reports 

since the models were in place. As it can be seen in the table below, the use of 

predictive maintenance over the straddle carriers helps on reducing the downtime hours 

from 514h during Q1-Q2 2024, to 403h during Q1-Q2 2025, leading to a reduction of 

21.5%. In parallel, the use of predictive maintenance over the STS cranes helps on 

reducing the downtime hours from 67h during Q3 2024, to 46h during Q3 2025, 

leading to a reduction of 31.3%. Hence, the use of all the AI models in EUROGATE 

premises, lead to an average reduction of 26.4% in CHEs downtime hours. 

 

 

 



D5.6 – Technical evaluation, validation and assessment report (2) 

 

390 

 

 

KPI 2.4.2 Increase on detection of equipment malfunctions (from 

manual to automatic) 

Table 105: KPI 2.4.2 Increase on detection of equipment malfunctions (from manual to automatic) 

KPI ID number 

and partner resp. 

KPI 2.4.2 

KPI Name Increase on detection of equipment malfunctions (from manual to automatic) 

Description The maintenance of EUROGATE CHEs is based on preventive inspection. The 

predictive maintenance service will be able to detect equipment malfunctions more 

precisely. 

Motivation It will show how the predictive maintenance on the edge service to be deployed in the 

project provides a relevant benefit to EUROGATE operational efficiency. 

Target value 30-40% with respect to 2023 

Prerequisites All sensors are deployed in the CHEs under tests, and their maintenance associated 

data is acquired and collected for AI modelling. Access to the CMMS system of 

EUROGATE is also required. 

aerOS 

components (task) 

OpenAPI (T3.2), AAA (T3.4), Context Broker (T4.2), Data Fabric (T4.2), 

Explainability service (T4.3) 

Evaluation means A comparative analysis between the manual equipment malfunctions reported for the 

four CHEs under study in the project versus the automatic ones provided by the 

predictive maintenance service will be conducted. If the proper identification of 

malfunctions is increased at least 30%, the KPI will be considered as fulfilled 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) In 2023: 30 unplanned 

failures detected 

(manual), 0 predictive 

(automatic) 

Q1-Q2 2024: 15 

unplanned failures 

detected (manual), 0 

predictive (automatic) 

Q1-Q2 2025: 20 unplanned 

failures detected (manual), 

8 predictive (automatic) = 

28 detected → +86% 

detections 

Outcome 

elaboration (M38) 

In this KPI, due to the lack of enough time for monitoring the use of STS failures, only 

the PdM models of the straddle carriers has been used for the assessment. In that sense, 

thanks to them, abnormal hydraulic situations were spotted, and EGCTL maintenance 
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scheduled maintenance tasks for the associated CHEs. Consequently, from the 15 

unplanned failures detected in Q1-Q2 2024, aerOS has led to the detection of 28 

failures, both manual and automatic, leading to an increase of 86% during Q1-Q2 2025 

with respect to the same period in previous year. 

Before and After Time required for 4000h Maintenance Service 

 

Hydraulic Issues detected by observation. 

KPI 2.4.3 Increase of number of actual damaged containers 

(manually reported by staff vs automatic system-reports) 

Table 106: KPI 2.4.3 Increase of number of actual damaged containers (manually reported by staff vs automatic 

system-reports) 

KPI ID number 

and partner resp. 

KPI 2.4.3 

KPI Name Increase of number of actual damaged containers (manually reported by staff vs 

automatic system-reports) 

Description When loading/discharging containers to/from vessels by Ship-to-Shore (STS) cranes, 

a manual inspection by the port stevedores is carried out in order to confirm there are 

no wrong seals and damages generated during the manoeuvre. These reports will be 

more accurate if an automatic system which makes use of cameras and computer vision 

functionalities is deployed by aerOS. 

Motivation It will show how the Computer Vision (CV) on the edge service to be deployed in the 

project provides a relevant benefit to EUROGATE business. 

Target value 30-40% 

Prerequisites All cameras are deployed under STS crane operations, their video streams are received 

in an AV server, and the accurate enough CV models are available and in execution. 

In addition, access to the ERP system data of EUROGATE is also need for data 

comparison. 

aerOS 

components (task) 

Context Broker (T4.2), Data Fabric (T4.2), HLO and LLO (T3.3), Model Reduction 

service (T4.3), Management portal (T4.6) 

Evaluation means A historical analysis of EUROGATE customers complaints, which demand penalties 

for not complying with the SLAs will be collected for the first two years of the project 

from the ERP system of EUROGATE. A comparison between the number of penalties 

received before and after the CV service from aerOS is deployed will be carried out. If 

the proper detection of actual damaged containers leads to a reduction of 30% of 

complaints procedures, the KPI will be considered as fulfilled. 
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Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

350 damaged 

containers reported by 

terminal staff + 30 

damaged containers not 

reported and claimed 

Q1-Q4 2024: 530 

damaged containers 

reported by terminal staff 

+ 36 damaged containers 

not reported and claimed 

(not using CV models) 

Q1-Q3 2025:396 damaged 

containers reported by 

terminal staff + 37 

damaged containers not 

reported and claimed (not 

using CV models). 

Oct 17-24, 2025: 11 

damaged containers 

reported by terminal staff. 

60 damaged containers 

reported by CV. Increase: 

445% 

Outcome 

elaboration (M38) 

During the period from October 17, 2025, to October 24, 2025, around 12 thousand 

containers were discharged or loaded from two cranes at the Port of Limassol. The 

terminal staff manually checked the containers for damage during discharge related to 

side bends, dents, or holes, which stemmed from violent or negligent handling. The 

terminal staff identified 11 containers with damage. 

The CV models tracked the containers using live video feed from two cameras installed 

on each crane and were able to identify 60 containers with real damages (bends/dents 

or holes). At the same time, however, the CV models also incorrectly reported 449 

containers as having damage. The table below summarizes the results: 
 

Bend/Dent Hole Grand To-
tal 

Crane TP FP Total TP FP Total 
 

STS 4 12 42 54 4 6 10 64 

STS 5 35 371 406 9 30 39 445 

Grand To-
tal 

47 413 460 13 36 49 509 

 

Our first observation is that the CV models running on the STS 5 crane have a much 

higher false positive (FP) rate compared to STS 4. The models were trained from video 

footage originating only from STS 4, and the camera angles between the two cranes 

are slightly different, which seems to negatively impact the models. Retraining the 

models with video footage from STS 5 should alleviate this issue. Moreover, we 

identified two major triggers of FPs. The first one is the design of some logos that 

appear on the side of the containers, which the models mistake for bends. The second 

one is shadows from different objects (e.g., straddle carriers, trucks), which the models 

mistake as either bends or holes. Additional training with these scenarios should further 

alleviate the issue. 

Despite the high false positive rate, the CV models were able to identify a 

significantly higher number of damaged containers than the technical staff. 

Reviewing the cases that have been missed, the oversight of reporting damages by 

terminal staff does not seem to pertain to a specific type of damage but rather to 

fluctuations in personnel attention, which tends to decrease during specific times of 

the day.  
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KPI 2.4.4 Performance evaluation metrics of regression AI models 

(R2) 

Table 107: KPI 2.4.4 Performance evaluation metrics of regression AI models (R2) 

KPI ID number 

and partner resp. 

KPI 2.4.4 

KPI Name Performance evaluation metrics of regression AI models (R2) 

Description Different regression AI models will be developed and deployed at the edge nodes of 

the Port Continuum domain. These models shall be accurate enough to predict 

equipment malfunctions before any failure occur. In regression models, R-square (R2) 

corresponds to the squared correlation between the observed outcome values and the 

predicted values by the model. The Higher the R-squared, the better the model. 

Motivation An accurate regression model should be provided in order to replace the current 

preventive maintenance for the new one developed in the project. 

Target value 0.8 
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Prerequisites Large amount of time-series data from the CHEs shall be collected for ML model 

training. A Python script in charge of accuracy validation shall also be available. 

aerOS 

components (task) 

Data Fabric (T4.2), Explainability service (T4.3) 

Evaluation means From the different CHEs’ telemetry dataset collected, a portion of them will be used 

for validation purposes. Python-based Jupyter notebooks will be used for evaluating 

the R2 metric of the developed model against these validation datasets. As long as the 

model surpassed R2>=0.8, the KPI will be fulfilled. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
N/A N/A 83.3% (110%) 

Outcome 

elaboration (M38) 

Most mechanical actuators inside straddle carriers are hydraulic, including the parking 

brake, steering, and spreader. For this reason, monitoring and predicting the status and 

health of the hydraulic system are crucial for the operation of the machine. Some 

events, such as a leak or a clogged fitting, can have a noticeable impact on the pressure 

of the whole system or the duty cycle of the pump. Thus, by monitoring the duty cycle 

of the pump (which under normal operation only fires in pulses), some of those issues 

were detected before causing significant damage. In that sense, faced with the lack of 

high-quality labels, an unsupervised anomaly detection method was developed. The 

dataset consisted of time series for the four hydraulic signals measured every 100 ms 

from June to October 2024, totalling 4 GB. This approach generated a list of potentially 

anomalous timestamps, each assigned a likelihood score indicating their rarity as 

anomalies, as well as involving a domain expert that manually reviewed a subset of 

flagged timestamps over a continuous 5-month period (June–October 2024). 

In the table below, the binary metrics lead to a model with low recall due to a large 

quantity of false positives but a high precision. In that sense, for this particular case 

study, the most relevant metric is precision since the cost of a false negative is 

significantly higher than that of a false positive. 

These results demonstrate that our unsupervised technique effectively identifies 

meaningful anomalies even in the absence of labelled training data. 

Confusion Matrix Binary classification matrix 

Predicted Metric Value 

 Positive Negative Total Accuracy 91.8% 

Positive 5 1 6 Precision 83.3% 

Negative 40 453 493 Recall 11.1% 

Total 45 454 499 Specificity 99.8% 
 

 

KPI 2.4.5 Performance evaluation metrics of regression AI models 

(MAE/RMSE) for predictive maintenance of CHEs 

Table 108: KPI 2.4.5 Performance evaluation metrics of regression AI models (MAE/RMSE) for predictive 

maintenance of CHEs 
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KPI ID number 

and partner resp. 

KPI 2.4.5 

KPI Name Performance evaluation metrics of regression AI models (MAE/RMSE) for 

predictive maintenance of CHEs 

Description Different regression AI models will be developed and deployed at the edge nodes of 

the Port Continuum domain. These models shall be accurate enough to predict 

equipment malfunctions before any failure occur. Similarly to R2, other commonly 

used evaluation metric for regression models is Mean Average Error or Root Mean 

Squared Error (MAE/RMSE). Both metrics refer to refers to the mean of the absolute 

values of each prediction error on all instances of the test dataset. The lower the 

MAE/RMSE, the better the model. 

Motivation An accurate regression model should be provided in order to replace the current 

preventive maintenance for the new one developed in the project. 

Target value 20% 

Prerequisites Large amount of time-series data from the CHEs shall be collected for ML model 

training. A Python script in charge of accuracy validation shall also be available. 

aerOS 

components (task) 

Data Fabric (T4.2), Explainability service (T4.3) 

Evaluation means From the different CHEs’ telemetry dataset collected, a portion of them will be used 

for validation purposes. Python-based Jupyter notebooks will be used for evaluating 

the MAE/RMSE metric of the developed model against these validation datasets. As 

long as the error of the model <20%, the KPI will be considered as fulfilled. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
N/A N/A F1-score: 98.0% 

Outcome 

elaboration (M38) 

The aim was to develop ML models to predict inverter overtemperature faults caused 

by fan failures, clogged filters, and cooling issues. Real-world telemetry data for one 

years and for 15 straddle carriers at the EUROGATE Container Terminal Limassol 

were collected for training and validation purposes, such as inverter, motor, and engine 

temperatures, speed, torque, hydraulic pressure, and various error flags. Past failure 

incidents were identified from the Computerized Maintenance Management System 

(CMMS) and data records were manually labelled as normal or faulty. Five ML models 

were tuned, trained, and tested, namely, Artificial Neural Network (ANN), Decision 

Tree (DT), Random Forest (RF), Extreme Gradient Boosting (XGBoost), and Gaussian 

Naive Bayes (GNB). From all models, the ANN model achieved the highest 

performance with 98.7% accuracy and 98.0% F1-score, while RF and XGBoost also 

delivered strong results with same accuracy of 95.32% and 93.0% F1-score. SHAP 

analysis confirmed that inverter and motor temperatures were the most influential 

predictive features, supported by ambient temperature and engine error slots. Overall, 

the outcome demonstrates that ML models, particularly ANN, can reliably identify 
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inverter faults in advance, significantly reducing the risk of unplanned downtime in 

port operations. Hence, this KPI has been fulfilled. 

 

KPI 2.4.6 Performance evaluation metrics of classification AI 

models (accuracy) for damaged containers 

Table 109: KPI 2.4.6 Performance evaluation metrics of classification AI models (accuracy) for damaged containers 

KPI ID number 

and partner resp. 

KPI 2.4.6 

KPI Name Performance evaluation metrics of classification AI models (accuracy) for 

damaged containers 
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Description Different classification AI models will be developed and deployed at the edge nodes 

of the Port Continuum domain. These models shall be accurate enough to detect and 

classify damages identified at containers’ surfaces. Accuracy is one of the most 

common metrics used for the evaluation of these classification models. AI accuracy is 

the degree to which an AI system produces correct outputs or predictions based on the 

given inputs or data. Therefore, if the AI system classifies damages, its accuracy is the 

percentage of images that the model correctly labels as dents, etc. 

Motivation An accurate classification model should be provided in order to replace guarantee the 

proper detection and classification of surfaces across the loaded/unloaded containers. 

Target value 60% 

Prerequisites Large amount of video streams recorded needed for CV models ML training shall be 

available, especially with damages visible on containers’ surfaces as part of the data 

set. 

aerOS 

components (task) 

N/A 

Evaluation means From the different videos collected from the cameras deployed in the dock area, a 

portion of them will be used for validation purposes. TensorFlow evaluation tool that 

offers various libraries for model validation, testing, and evaluation will be used. As 

long as the accuracy of the model > 60%, the KPI will be considered as fulfilled. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
N/A mAP50: 53% mAP50: 75% 

Outcome 

elaboration (M38) 

Two models were developed, one for container detection and one for damage detection. 

Both models utilize a pre-trained YOLOv12 model. To prepare the data for the models, 

we collected videos taken throughout the year 2024, at different times of day and night, 

and under different weather conditions. We converted these videos into frames, which 

were manually labelled with containers and damages to create two datasets. We 

recorded three main types of container damage that are of interested to the container 

terminal, namely holes, bents, dents, and normal wear. The containers dataset contains 

2470, 598, and 786 images for training, validation, and testing, respectively, while the 

damage dataset includes 1442, 182, and 140 images for training, validation, and 

testing, respectively. The container detection model achieved very strong validation 

results with a mAP50 score of 99%. Note that mAP50 measures the mean average 

precision at an intersection over union (IoU) threshold of 0.5. The damage detection 

model achieved a mAP50 score of 75%, which is higher than the desired 60% score. 

Hence, this KPI has been fulfilled. 

Validation results for damage detection: 
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mAP50 and mAP50-95 for damage detection: 

 

KPI 2.4.7 Performance evaluation metrics of classification AI 

models (F1) for damaged seals 

Table 110: KPI 2.4.7 Performance evaluation metrics of classification AI models (F1) for damaged seals 

KPI ID number 

and partner resp. 

KPI 2.4.7 

KPI Name Performance evaluation metrics of classification AI models (F1) for damaged 

seals 

Description While accuracy is often used as a primary indicator of the quality and effectiveness of 

an AI system, there are other metrics like precision and recalls that help to evaluate the 

quality of a model. This KPI will evaluate the F1 score. F1 balances the trade-off 

between precision and recall, which can vary depending on the model and the data. 
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Motivation An accurate classification model should be provided in order to replace guarantee the 

proper detection and classification of surfaces across the loaded/unloaded containers. 

Target value 60% 

Prerequisites Large amount of video streams recorded needed for CV models ML training shall be 

available, especially with wrong or damaged seals included in the data set. 

aerOS 

components (task) 

N/A 

Evaluation means From the different videos collected from the cameras deployed in the dock area, a 

portion of them will be used for validation purposes. TensorFlow evaluation tool that 

offers various libraries for model validation, testing, and evaluation will be used. As 

long as the F1 of any of the model developed in the project is > 60%, the KPI will be 

considered as fulfilled. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
N/A N/A mAP50: 86% 

Outcome 

elaboration (M38) 

Two models were developed, one for container door detection and one for seal 

detection. Both models utilize a pre-trained YOLOv12 model. To prepare the data for 

the models, videos taken throughout the year 2024 were collected at different times of 

day and night, and under different weather conditions. These videos were converted 

into frames, which were manually labelled with container doors and seals to create two 

datasets. The container doors dataset contains 215, 61, and 22 images for training, 

validation, and testing, respectively, while the seal dataset includes 422, 54, and 31 

images for training, validation, and testing, respectively. The container door detection 

model achieved strong validation results with a mAP50 score of 96%. Note that 

mAP50 measures the mean average precision at an intersection over union (IoU) 

threshold of 0.5. The seal detection model achieved a mAP50 score of 86%, which is 

higher than the desired 60% score. Hence, this KPI has been fulfilled. 

Validation results for seal detection: 
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KPI 2.4.8 Number of models executed on edge nodes 

Table 111: KPI 2.4.8 Number of models executed on edge nodes 

KPI ID number 

and partner resp. 

KPI 2.4.8 

KPI Name Number of models executed on edge nodes 

Description This KPI will evaluate the scalability capabilities of the models that are going to be 

developed in the port continuum pilot of the project. Since the goal is to have as 

lightweight as possible AI models, the way to confirm that approach is by confirming 

that these developed models can perform their inference process properly at the edge, 

without requiring high computational resources. 
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Motivation The IEs / nodes that are being used in Port Continuum pilot do not provide high 

processing capabilities. Frugal and lightweight AI models shall be developed in order 

to guarantee that they are run under these low-processing conditions. 

Target value 5 

Prerequisites The Infrastructure Elements of Pilot 4 are commissioned and available for ML models 

deployment. 

aerOS 

components (task) 

Orchestration (T3.3), Self-* (T3.5), Model reduction service (T4.3), Manageability 

(T4.6) 

Evaluation means The Pilot 4 models will be deployed in the edge IEs of the port continuum (either the 

IEs of the predictive maintenance use case, or the IEs attached to the cameras of the 

damaged detection through CV use case). Logs from the OpenCV instance running on 

these IEs will be collected, proving if the new models are deployed and under 

successful execution. As long as 5 models in total are running, the KPI will be fulfilled. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
N/A N/A 10 (200%) 

Outcome 

elaboration (M38) 

5 different AI models have been developed for the Predictive Maintenance use case 

scenario. In addition, another 5 AI models have been developed for the Computer 

Vision use case scenario. Thus, there are 10 AI-based models developed in the pilot, 

and all of them have been deployed in the IEs (either Siemens IoT gateways or Jetsons). 

All of them send their outputs through the MQTT data topics configured for the pilot. 

A proof of their associated MQTT messages is shown in the following screenshot. 

 

Pilot 5 Energy efficient, health safe and sustainable smart 

buildings 

KPI 2.5.1 Energy use reduction 

Table 112: KPI 2.5.1 Energy use reduction 

KPI ID number 

and partner resp. 

KPI 2.5.1 
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KPI Name Energy use reduction 

Description 20% Energy use reduction, using frugal AI and real-time processing in aerOS rather 

than in the cloud. 

Motivation Energy consumption is a significant operational cost factor that all enterprises seek to 

reduce. Furthermore, energy efficiency is a strategic sustainability target for most 

enterprises, and especially for MNOs that maintain many sites. 

Target value 20% reduction of the daily baseline consumption. 

Prerequisites IoT Domain ready, AI deployment for inference complete. 

aerOS 

components (task) 

T3.1 (Networking), T3.3 (Orchestration), T3.5 (Self-*), T4.1 (Semantic Translation & 

Annotation), T4.2 (Data Fabric), T4.3 (Frugal AI), T4.6 (Manageability) 

Evaluation means Energy utilization is selectively measured by the pilot using smart metering devices 

and related data are collected and stored for post-processing. Furthermore, energy-

related AI forecasting is expected through open calls to produce accurate 

approximation of future values for comparison. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

Baseline measurements 

vary per room, but 

some indicative 

consumptions to be 

reported without the 

aerOS optimisation 

range from 40Kwh -

150Kwh. 

N/A 100% 

Outcome 

elaboration (M38) 

With the aerOS intelligence, the power consuming devices, such as an air conditioner 

are used less time, since the Forecaster upon evaluating the health score of a room, 

requests through the actuator the necessary adaptations (e.g. on/off). The KPI results 

are presented in detail in the P5-BP1-VA27 Energy Use Reduction validation activity 

described in the relevant subsection. 

KPI 2.5.2 Edge processing performance gains 

Table 113: KPI 2.5.2 Edge processing performance gains 

KPI ID number 

and partner resp. 

KPI 2.5.2 

KPI Name Edge processing performance gains 

Description Edge processing and IoT performance gains, by evaluating the performance 

characteristics of the solution. 
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Motivation An extensive number of IoT sensors are deployed in the Smart Buildings ecosystem, 

generating/processing huge amount of data that are only valid for the location they 

originate from, yielding their transmission and collection for central processing 

meaningless and wasteful. The distinctive infrastructure characteristics of each 

building rationalize the autonomous and decentralized decision-making at the edge 

with the use of the aerOS nodes intelligence, and the effects are instantaneous and 

tactile. 

Target value The measurement of the Edge processing performance gains is a composite KPI that 

can be approximated by collecting the following sub-KPIs 

1. Exhibit average E2E Communication Latency < 100 ms for the aerOS nodes 

deployed locally (in the edge), measured through ping tools. 

2. Demonstrate the gains of KubeEdge vs. K8s deployments utilising light de-

vices at the far-edge gaining 20 % less memory resources consumption com-

paring the cluster reported average measurement values. 

• Demonstrate the gains of KubeEdge for service resilience, measuring the ser-

vice recovery time under various disruptive conditions showcasing 90% in-

crease in recovery time (KubeEdge vs. K8s) 

Prerequisites ΙοΤ Domain Ready, 2 aerOS IE running and aerOS runtime working 

aerOS 

components (task) 

T3.1 (Networking), T3.3 (Orchestration), T3.5 (Self-*) 

Evaluation means Use of aerOS self-* capabilities for nodes monitoring and measurement tools through 

network protocols (e.g., ping) 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

The pilot is 

implemented on 

premises and dedicated 

networks already and 

typical values 

monitored include: 

Latency: 2-3 ms 

Memory: 1.5 Gbps. 

100% 

Latency of 

communication between 

the pilot5 aerOS nodes 

(ms): Average: 0.919 ms 

Memory utilization when 

deploying IoT Application 

in a KubeEdge node: 730 

Mbytes 

Time to recover IoT 

application when master 

node is down 

Already achieved in M24 

and reported in D5.5 

 

Outcome 

elaboration (M38) 

The outcome measures the deployment leveraging the aerOS KubeEdge infrastructure 

and is detailed in D5.5 while analytic information is also presented in validation activ-

ity P5-BP1-VA28 Edge Processing Performance Gains. 

Comparing the K8s versus KubeEdge deployments of a pilot component efficient use 

of Memory (from 1.5 Gbps for K8s to 730Mbytes for KubeEdge). Significant impact 

on service resilience is also demonstrated as KubeEdge nodes continue operation event 

if the master node or the communication link to the master node is lost. 
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KPI 2.5.3 5G capabilities to execute security and privacy functions 

Table 114: KPI 2.5.3 5G capabilities to execute security and privacy functions 

KPI ID number 

and partner resp. 

KPI 2.5.3 

KPI Name 5G capabilities to execute security and privacy functions 

Description Development of VNFs/CNFs in the 5G network to be integrated in aerOS to execute 

certain security and privacy functions will be evaluated 

Motivation Leveraging niche network technologies and the 5G capabilities is an important tool to 

enhance the secure and reliable communication of the IOT system as well as to enhance 

the end-users’ interactions. 

Target value 2 

Prerequisites 2 IEs setup complete, aerOS runtime working5G connectivity 

aerOS 

components (task) 

T3.1 (Networking), T3.2 (APIs), T3.3 (Orchestration, HLO), T3.4 (Cybersecurity 

components) 

Evaluation means List of CNFs deployed within aerOS domains will be provided. Monitoring capabilities 

of K9s tools will be used to export screenshots demonstrating CNFs deployment. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 0 N/A 

100% 

2 5G VNFs deployed over 

aerOS 

Outcome 

elaboration (M38) 

Detailed elaboration of the outcome is provided as part of the P5-BP2-VA1 5G E2E 

deployment validation with VNFs over aerOS (UERANSIM) validation activity 

described in the respective subsection. 

KPI 2.5.4 Service availability 

Table 115: KPI 2.5.4 Service availability 

KPI ID number 

and partner resp. 

KPI 2.5.4 

KPI Name Service availability 

Description The aerOS automation responds to failures by instantly re-deploying failed nodes with 

minimum interruption time. 

Motivation Due to the distributed characteristics of the smart buildings IoT deployment, with vast 

number of sensors managed by nodes locally deployed per room and building it is 
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important that automation systems ensure that all nodes are running with minimum 

interruption time. 

Target value 99.99% in the service window of operations 

Prerequisites At least one IEs setup complete, aerOS runtime working 

aerOS 

components (task) 

T3.1 (Networking), T3.3 (Orchestration), T3.5 (Self-*), T4.6 (Manageability) 

Evaluation means The availability of the pilot’s IE and service application measured through the node’s 

uptime in the service window period of 1 month for at least 3 consecutive months 

following the final installation of all the aerOS meta-OS intelligence. The service 

window is defined to be the actual expected window of operation, that exclude known 

maintenance periods. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 

Manual operation 

100% 

99,9999% in the service 

window a period of one 

month for at least one pi-

lot node. 

Uptime: 25 days in the 

service window of 1 

month 

Already achieved in M24 

and reported in D5.5 

Outcome 

elaboration (M38) 

The outcome measures the service uptime of an aerOS node and is already reported 

in D5.5. Detailed information is available as part of the P5-BP1-VA29 Service 

Availability within the aerOS IE validation activity in the relevant subsection. 

KPI 2.5.5 Service creation / scalability 

Table 116: KPI 2.5.5 Service creation / Scalability 

KPI ID number 

and partner resp. 

KPI 2.5.5 

KPI Name Service creation / scalability 

Description Demonstrate the capability of dynamic provisioning of the service as well as scaling 

in and out of buildings 

Motivation As new rooms, floors, buildings, sites are added in the Smart Buildings ecosystem per 

enterprise, it is important that the process to incorporate these is dynamic, transparent, 

and easy. 

Target value < 10 min end-to-end 
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Prerequisites aerOS runtime working 

aerOS 

components (task) 

 T3.1 (Networking), T3.3 (Orchestration), T3.5 (Self-*) 

Evaluation means Measure the time-to-deploy one IoT GW (a core pilot-5 service) leveraging the aerOS 

orchestration capabilities using the aerOS self-* capabilities as well as the OS system 

commands (e.g. time) to retrieve the clock time of start and end deployment. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
Manual 

100% 

Time-to-deploy: 34 secs 

Already achieved in M24 

and reported in D5.5 

Outcome 

elaboration (M38) 

The outcome measures the time to deploy an aerOS node using basic system/log tools 

and is already reported in D5.5. Detailed information is available as part of the P5-

BP1-VA30 Service Creation / Scalability validation activity P5-BP1-VA30 Service 

Creation / Scalability 

KPI 2.5.6 Services directly managed by the aerOS orchestrator 

Table 117: KPI 2.5.6 Services directly managed by the aerOS orchestrator 

KPI ID number 

and partner resp. 

KPI 2.5.6 

KPI Name Services directly managed by the aerOS orchestrator 

Description Number of services/workloads directly managed by the FOM and deployed along the 

IEs 

Motivation Efficient use of available computational resources and dynamic migration of 

workloads to maximise performance is enabled through the operations of federation 

automation as developed by aerOS. All application components and services of the 

smart buildings pilot must be managed by the federation orchestration (HLO/LLO) 

capabilities so that to always operate on the most appropriate Infrastructure Element at 

a given time. 

Target value 3 

Prerequisites 3 IEs hosting distinct pilot services (IoT GWs) complete, aerOS runtime working 

aerOS 

components (task) 

T3.1 (Networking), T3.3 (Orchestration) , T4.6 (Manageability) 

Evaluation means Exhibit the management of 3 pilot services through the aerOS monitoring (self-*) 

dashboards. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 
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Measured value 

(% achieved) 

0 

Exhibit the operation of 3 

pilot5 services in the 

aerOS-capable infrastruc-

ture (K8s/KubeEdge) 

(100%) 

Already achieved in M24 

and reported in D5.5 

Outcome 

elaboration (M38) 

The outcome exhibits the management of 4 pilot components through the aerOS portal, 

and detailed information is provided as part of the P5-BP1-VA26 Pilot Services 

Created, Managed and Operated by aerOS Orchestrator validation activity presented 

in the respective subsection. 

KPI 2.5.7 Improvement of air quality 

Table 118: KPI 2.5.7 Improvement of air quality 

KPI ID number 

and partner resp. 

KPI 2.5.7 

KPI Name Improvement of air quality 

Description Reduction of CO2 levels (or other gasses) because of using frugal AI and real-time 

processing in aerOS to achieve an efficient distribution of workers in the office. 

Motivation Health safety at office buildings is a societal requirement following the pandemic. 

Target value A typical acceptable target is set to be 400-600 ppm per room for the demo, 

average > 20% improvement. Especially for the rooms of the pilot, and the spe-

cific demo situation, the target is set to me to reduce the max CO2 lower than 

1000 ppm in all cases. 

Prerequisites IoT Domain ready, AI deployment for inference complete, IoT Actuation finalized 

aerOS 

components (task) 

T3.1 (Networking), T3.3 (Orchestration), T3.5 (Self-*), T4.1 (Semantic Translation & 

Annotation), T4.2 (Data Fabric), T4.6 (Manageability) 

Evaluation means The evaluation can be achieved by measuring the ppm values from the sensors of a 

room with a certain number of employees for the first half of the day. For the second 

half of the day, activate the aerOS system and observe the improvements in the ppm 

values. Provisionally this can be extended to measuring the ppm values in a specific 

room over the course of one week, and assuming that the exact conditions can be 

recreated andmeasured with the aerOS intelligence activated to compare the results. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
Relative value per 

room. Spike values in 

the range of 1200-1500 

ppm are measured. 

N/A 

100% 

For all rooms of the pilot, 

max CO2 is less than 1000 

ppm at all times. 
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Significant improvement in 

air quality with the 

deployment of the pilot. 

Outcome 

elaboration (M38) 

Detailed results are presented as part of the P5-BP1-VA31 Improvement of Air Quality 

validation activity presented in the respective subsection. 

KPI 2.5.8 Number of AI models used/adapted for the pilot 

Table 119: KPI 2.5.8 Number of AI models used/adapted for the pilot 

KPI ID number 

and partner resp. 

KPI 2.5.8 

KPI Name Number of AI models used/adapted for the pilot 

Description Number of AI models which has been used in the pilot or specifically adapted to its 

requirements. 

Motivation The pilot is addressing a wide range of parameters that need to be optimised, from 

health-related indicators to energy consumption metrics. Due to this diversity, many 

AI models need to be evaluated, and through the appropriate configuration and 

calibration the most suitable models to be identified and used. 

Target value 6 models in total for the AI part of the components Forecasting and Health-Energy 

Prerequisites aerOS runtime working, IoT Sensors deployed, collect and persistently store data 

aerOS 

components (task) 

 T4.3 (Frugal AI), T4.2 (Data Fabric) 

Evaluation means Can be deducted by the number of trained AI models saved in the Pilot 5 database 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
No AI is used 

4 AI models adapted for 

forecasting (70%) 
7 (117%) 

Outcome 

elaboration (M38) 

The KPI has been successfully achieved through the development of seven AI mod-

els based on XGBoost Regressor. These models address both environmental monitor-

ing and energy estimation, as outlined below: 

1. Temperature forecasting 

2. Humidity forecasting 

3. CO₂ forecasting 

4. PM1 forecasting 

5. PM2.5 forecasting 

6. PM10 forecasting 
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7. Energy consumption prediction 

Evidences were provided in the deliverable D5.5 [1] and in Section 2 in this deliverable 

D5.6. 

Overall pilots engagement 

KPI 2.6.1 Validation of aerOS in different use cases (KVI-6.1) 

Table 120: KPI 2.6.1 Validation of aerOS in different use cases (KVI-6.1) 

KPI ID number 

and partner resp. 

KPI 2.6.1 

KPI Name Validation of aerOS in different use cases (KVI-6.1) 

Description Confirm that the aerOS platform has been validated with the committed number of use 

cases 

Motivation The consortium has specific commitments as described in the DoA to validate the 

aerOS platform with the predefined use cases. More may be derived during the project 

execution and discussions. 

Target value >5 

Prerequisites Pilot needed per use case must be implemented and running. 

aerOS 

components (task) 

Depending on the use cases, pilots 1-5 (T5.2). 

Evaluation means Coordination with the pilots to confirm use case examination and validation. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
0 N/A 5 

Outcome 

elaboration (M38) 

aerOS has been successfully validated in all five pilots (Pilot 1 - Pilot 5) and in all 

fifteen Open Call use cases, achieving the target of >5 validations. Key outcomes of 

validation include proven improvements in edge processing per-formance, energy ef-

ficiency, service availability and 5G capabilities.  Detailed validation results regarding 

the integration in pilots are elaborating in Section 4 "aerOS Pilot KPIs" of this deliv-

erable. 

KPI 2.6.2 Enable fast-track development of new use cases through 

external partners (e.g., open call third parties) based on aerOS’ 

Open-Source Software components and tools from O1 (KVI-6.2) 

Table 121: KPI 2.6.2 Enable fast-track development of new use cases through external partners (e.g., open call third 

parties) based on aerOS’ Open Source Software components and tools from O1 (KVI-6.2) 
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KPI ID number 

and partner resp. 

KPI 2.6.2 

KPI Name Enable fast-track development of new use cases through external partners (e.g., 

open call third parties) based on aerOS’ Open Source Software components and 

tools from O1 (KVI-6.2) 

Description The project has commitments for two open calls allowing new partners to join the 

Consortium and develop applications and/or aerOS components 

Motivation It should be measured that the open calls were successful, and the anticipated number 

of new use cases has been reached. 

Target value 14 

Prerequisites Open calls announced and new use cases selected. 

aerOS 

components (task) 

Required components per pilot depending on the new use cases 

Evaluation means Open calls organized and executed successfully, and evaluation of the new use cases 

completed and validated. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
0 7 15 

Outcome 

elaboration (M38) 

The project successfully conducted two Open Calls where 72 proposals in total were 

submitted (38 in OC#1, 34 in OC#2). Fifteen proposals were awarded and successfully 

completed, exceeding the target of 14 new use cases. OC#1 delivered 7 and OC#2 

delivered 8 use cases, covering various domains as described in detail in KPIs 3.10.1 

"Successful conduction of Open Calls" and 3.10.2 "KPI 1.10.2 # of stakeholders 

deploying aerOS". All projects successfully completed their objectives, providing 

valuable feedback for Meta-OS improvements, and several contributed public datasets 

for dissemination. 

KPI 2.6.3 Identification of new application domains to deploy 

aerOS architecture (KVI-6.3) 

Table 122: KPI 2.6.3 Identification of new application domains to deploy aerOS architecture (KVI-6.3) 

KPI ID number 

and partner resp. 

KPI 2.6.3 

KPI Name Identification of new application domains to deploy aerOS architecture 

Description Analysis of potential new application domains (out of the ones already tackled by 

aerOS pilots) where aerOS benefits would be clear. 
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Motivation Scalability and uptake potential of aerOS. 

Target value 3 

Prerequisites Some pre-requisites identified are: 

• Architecture is complete (D2.7) 

• Open Calls (round #1 and #2) are selected and have started validating aerOS’ 

components 

• T6.4 has performed several Business Analysis tools, revealing new application 

domains where such a Meta-OS would be of interest. 

aerOS 

components (task) 

The intention is to detail here the most relevant aerOS components that would be 

transferrable to further domains other than the currently covered in aerOS pilots. 

Up to now M24, the most relevant components that are being required by Open Call 

projects, and by other initiatives such as EUCEI and the project SAFE-6G are: 

• Self-* tool suite (T3.5) 

• Orchestration (HLO and LLOs) (T3.3) 

• Data Fabric and Federation (T4.2) 

• AAA and cybersecurity around all those (T3.4) 

Evaluation means A report will be done (included in D5.6) referring to domains coming from Open Calls, 

other identified, and the potentialities of aerOS adoption in those sectors. 

Measurement 

period 
Baseline M24 (Deliverable D5.5) M38 (Deliverable D5.6) 

Measured value 

(% achieved) 
N/A 1 (33%) 

10 

Outcome 

elaboration (M38) 

This KPI was already advanced in D5.5 (M24), however, the it has been successfully 

achieved by the end of the project, covering a full list of application domains at this 

point, resulting in a total of 10: 

1. 6G telco operators and security (MEC and control plane): 

a. The project SAFE-6G is using aerOS Meta OS as the baseline for the 

description and deployment of  virtualized network security functions 

over heterogeneous MEC and (other radio related) edge and cloud 

resources. 

b. The project MATRIARCH (Open Call of 6G-BRICKS action) used 

aerOS to valide the implementation of end user apps over test 6G 

infrastructure. 

2. Energy: the recently started O-CEI project is commencing to install aerOS 

across various large scale pilots that have as common goal improving energy 

flexibility in complex IoT-edge-cloud scenarios. 

The 8 Open Call projects funded under the second round of cascade funding organised 

by aerOS had as one of the requirements to validate the Meta OS in different 

application domains (not covered by aerOS). Since all of those projects were 

https://safe-6g.eu/
https://www.youtube.com/watch?v=TPq7bx3qtF8
https://o-cei.eu/
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successfully finalised, it is safe to confirm that aerOS can be adopted in 8 new relevant 

application domains: 

3. IoT Sensors Monitoring in Digital Twin scenario 

4. Dev/Ops 

5. Security of Critical Infrastructure 

6. Fire prevention in Forests 

7. Vehicle damages inspection 

8. AI in safety monitoring 

9. Sports Analytics at the edge in real time 

10. Railway Status Analysis 
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D. Appendix D. Requirements Coverage 
D1. Technical requirements 

In the next pages there is the analysis of the technical requirements defined by the technical partners of aerOS Consortium at the first stage of the project. In 

the last two columns it can be appreciated how those have been covered and where the evidences of achievement can be found. 

Table 123: Technical Requirements 

ID Refers to Name Description Domain Category 
Typ

e 

Prior-

ity 
Rationale 

Acceptance Cri-

teria 

Covered Explana-

tion 

Evidences 

TR

-1 

INFRASTRUCTUR

E 

Homogeneous 

seamless 
integration of 

diverse edge 

technologies 

Seamlessly 

integrate various 
edge technologies 

into a homogeneous 

continuum 

Continuum 

Interoperabilit
y 

Accessibility 
NF M 

Seamless integration of 

different edge technologies 

achieving homogeneity 

across the continuum 

Common 

homogenous 
access agnostic 

to the edge 

technology 

Yes This TR is 

covered by 
the aerOS 

Network 

and 
Compute 

fabric 

component 

Deliverable 

D2.7 (section 

5.1.1) 

TR

-2 

INFRASTRUCTUR

E 

IoT edge-cloud 

continuum 

resources 

Computing and 

storage resources 

can be located 
anywhere in the 

network, defining 

an expanded 
network compute 

fabric that 

spans over (any 
fragment of) the 

entire path between 

(constrained) 
devices and 

cloud(s) 

Continuum 
Availability 

Accessibility 
NF M 

Computing and 
storage resources can be 

located anywhere in the 

network; IoT, Edge, Cloud 

Accessibility to 
orchestratable 

resources at any 

domain 

Yes This TR is 

covered by 

the aerOS 
Network 

and 

Compute 
fabric 

component 

Deliverable 

D2.7 (section 

5.1.1) 

 

Deliverable 

D5.6 (KPI 

1.1.2) 

TR

-3 
APPLICATIONS 

Hyper-distributed 

applications 

support 

Support future 
hyper-distributed 

applications, 

delivering 
intelligence on 

demand 

(when/where 

needed) 

App 

Continuum 
General NF M 

Support of scalable 

distributed applications 
execution where parts of 

application run in different 

domains of the continuum 
delivering effectively 

required intelligence 

Distributed 

application 

constructed as a 
service chain 

where each 

scalable 
component runs 

at the aggregated 

continuum 

Yes The aerOS 
decentraliz

ed 

orchestrati
on system 

allows for 

the 
installation 

and 

deploymen
t of a 

service 

chain of 
scalable 

Section 5.4.3 
of D2.7, 

section 4.2 of 

D3.3. KPIs 
1.3.2, 1.3.3 

and 1.3.4 of 

this very 

document. 
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ID Refers to Name Description Domain Category 
Typ

e 
Prior-

ity 
Rationale 

Acceptance Cri-
teria 

Covered Explana-
tion 

Evidences 

component 

within the 
continuum 

working in 

harmony. 

TR

-4 
META-OS 

Meta-operating 
system for the 

IoT edge-cloud 

continuum 

Provide a common 

meta 

operating system 
for the IoT edge-

cloud continuum, 

which will be able 
to orchestrate 

hyper-distributed 

containerized 
applications over a 

heterogeneous and 

segmented/federate
d IoT edge-cloud 

continuum 

App 

Continuum 
General NF M 

Provide a meta-operating 

system to make possible 
scalable distributed 

containerized applications 

constructed as service chains 
to effectively execute over 

offered resources across the 

continuum. This requires 
orchestration of distributed 

application execution over 

distributed continuum 

resources. 

Scalable 
distributed 

applications 

constructed as 
service chains 

effectively 

execute over 
offered resources 

across the 

continuum 

Yes The aerOS 

decentraliz

ed service 
orchestrati

on system 

allows to 
deploy 

services 

with 
distributed 

component

s across 
the 

continuum

. It also 
establishes 

an overlay 

network to 
interconne

ct them. 

Section 5.4.2 

of D2.7, 

sections 4.1 
and 4.3 of 

D3.3, and 

section 3.6 of 
D4.3. 

Moreover, the 

video of MVP 
demostrator 

(https://www.y

outube.com/w
atch?v=UV4m

nN4CrwI&t=3

25s ). 

TR

-5 
META-OS 

Meta-operating 
system host 

environment 

The proposed 

aerOS meta-
operating system 

will be hosted in a 

flexible and fully-
orchestrated 

containerization 

based environment 

Continuum General NF M 

A containerization 

environment provides the 

required flexibility to host a 
distributed meta-operating 

system where applications 

will be executed across the 

continuum. 

Applications 

execute in a fully 

orchestrated 
containerization 

environment 

hosting the 
distributed across 

the continuum 

meta-operating 

system. 

Yes aerOS is 
built on 

top of 

container 
manageme

nt 

framework
s and IEs 

must have 

the 
capacity to 

run 

containeris
ed 

workloads. 

In 
addition, 

the 

orchestrate
d user 

services 

Sections 5.4.1, 
5.5.1 and 5.5.3 

of D2.7, and 

chapter 3 of 

D5.2. 

https://www.youtube.com/watch?v=UV4mnN4CrwI&t=325s
https://www.youtube.com/watch?v=UV4mnN4CrwI&t=325s
https://www.youtube.com/watch?v=UV4mnN4CrwI&t=325s
https://www.youtube.com/watch?v=UV4mnN4CrwI&t=325s
https://www.youtube.com/watch?v=UV4mnN4CrwI&t=325s
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ID Refers to Name Description Domain Category 
Typ

e 
Prior-

ity 
Rationale 

Acceptance Cri-
teria 

Covered Explana-
tion 

Evidences 

are 

deployed 
as 

containers 

in the 
selected 

IEs. 

TR

-6 
META-OS 

Meta-operating 
system 

deployment - 

Portability 

The envisioned 

meta operating 
system 

will be deployable 

on different levels 
of the architecture, 

across the IoT 

edge-cloud 
continuum. It will 

consist of 

containerized S/W 
modules that can be 

executed on top of 

any 

operating system of 

any component of 

the architecture 
providing typical 

services of an 

operating system, 
e.g., 

abstractions, low-

level element 
control, commonly-

used functions or 

message-passing 

between processes 

Continuum General NF M 

Enable components at each 

part of the continuum to 

provide orchestratable 

resources for apps and 

services deployment. 

aerOS can be 
executed on top 

of any 

operating system 

of any 

component of the 

architecture. 

Yes aerOS 

Meta-OS 
has been 

successfull

y installed 
and tested 

in a wide 

range of 
computing 

nodes. 

KPI 1.5.2 of 

this document 
(D5.7: section 

3.5.2). 

Implementatio
n of use cases 

described in 

D5.4 (section 

2). 

TR

-7 
META-OS 

Meta-operating 

system 

orchestration and 

AI enabler 

aerOS will have 

ability to be 

executed in 
different 

infrastructural 

components of the 
IoT edge-cloud 

continuum enabling 

distributed AI and 
orchestration of 

services across IoT 

edge-cloud 

continuum. 

Continuum 

Performance 
Availability 

Data quality 
NF M 

Provide an environment for 

deploying distributed AI 
mechanisms as well as hyper 

distributed containerized 

applications and services. 

Distributed AI 

mechanisms as 

well as hyper 
distributed 

containerized 

applications and 
services are 

efficiently 

deployed over 

the continuum. 

Yes Strongly 

coupled 
with TR-4 

when it 

comes to 
distributed 

containeriz

ed 
services. 

Moreover, 

aerOS 

enables the 

deploymen

t of 

Sections 5.4.2, 

5.5.6 and 5.6.1 
of D2.7, 

Sections 4.1 

and 4.3 of 
D3.3, and 

sections 3.3 

and 3.6 of 
D4.3. In 

addition, 

videos of Pilot 

4 

(https://www.y

outube.com/w
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ID Refers to Name Description Domain Category 
Typ

e 
Prior-

ity 
Rationale 

Acceptance Cri-
teria 

Covered Explana-
tion 

Evidences 

distributed 

AI 
application

s across 

the 
continuum

. 

atch?v=VEamf

NDdjP0) and 
Pilot 5 

(https://www.y

outube.com/w
atch?v=PpVja

unb6Ek). 

TR

-8 
META-OS 

Meta Operating 

System 

modularity 

aerOS will be 
implemented as 

containerized 

modules, executed 
on top of any 

operating system of 

an Infrastructure 
Element (IE) of the 

IoT edge-cloud 

continuum, e.g., a 
smart device, IoT 

gateway, edge node 

or network 

component 

Continuum General NF M 

Take advantage of 

containerized technology for 

ease of deployment, 
isolation, performance, 

personalization and 

expandability. 

aerOS is 

implemented as 
containerized 

modules and 

executed on top 
of any operating 

system of an 

Infrastructure 
Element of the 

continuum. 

Yes Strongly 

coupled 

with TR-5. 
aerOS is 

built on 

top of 
container 

manageme

nt 

framework

s and its 

basic and 
auxiliary 

services 

are only 
available 

as 

container 
images. In 

addition, 
IEs must 

have the 

capacity to 
run 

containeris

ed 

workloads. 

Sections 5.4.1, 

5.5.1 and 5.5.3 

of D2.7, and 
chapter 3 of 

D5.2. 
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ID Refers to Name Description Domain Category 
Typ

e 
Prior-

ity 
Rationale 

Acceptance Cri-
teria 

Covered Explana-
tion 

Evidences 

TR

-9 
NETWORK 

Network 

programmability 

in the IoT edge-

cloud continuum 

aerOS should 

leverage the 

powerful toolset of 
openAPIs on 

network exposure 

and APIs for 

network 

management and 

orchestration to 
fully enable 

programmability 

feature in the IoT 
edge-cloud 

continuum 

Continuum General NF M 

Enable smart networking 

capabilities for performance, 

availability, resilience, 

security. 

Programmability 

is supported 

across the 

continuum. 

Partially aerOS has 

not 
focused in 

network 

services 
(e.g., NFV 

slicing…) 

but in 
orchestrati

ng clod-

ntive 
workloads, 

however 

this TR is 
covered by 

the aerOS 

networkin
g 

capabilitie

s 

component 

Deliverable 

D3.3 (section 

4.1.3.3) 

TR

-10 

INFRASTRUCTUR

E 

Dynamic 

resources 

Resources available 

in 
the compute 

continuum, are geo-

distributed and 
migrate over time 

while some of them 

are part of a 
dynamic 

infrastructure 

Continuum Availability C M 

Support and exploit the 

dynamicity of the 

environment. 

Seamless access 

to resources 

Yes This TR is 

covered by 
aerOS 

self-

orchestrati
on and 

HLO 

flexibility. 

Deliverable 

D2.7 (section 

5.1.1) 

TR

-11 
DATA Data autonomy 

aerOS will handle 

data generated by 

heterogeneous 
sources and support 

data processing 

tasks performed 
within the system 

towards supporting 

data autonomy 

Continuum 

Security 

Privacy 
Availability 

Data quality 

NF M 

Support the heterogeneity of 

the environment and the data 
sources to provide for data 

autonomy. 

Data autonomy is 

realized across 

the continuum. 

Yes The TR is 

covered by 

the use of 

Semantic 

Annotator 
and 

Semantic 

Translator 
component

s 

Deliverable 

D3.3 (sections 

3.1.1 and 

3.1.2) 
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ID Refers to Name Description Domain Category 
Typ

e 
Prior-

ity 
Rationale 

Acceptance Cri-
teria 

Covered Explana-
tion 

Evidences 

TR

-12 
APPLICATIONS 

Usage 

requirements 

High level intents 

are defined by users 
(i.e., developers, 

service consumers, 

data providers, 
administrators) 

specifying needs, in 

terms of QoS and 
geo-scope. By 

leveraging these 

views, aerOS will 
orchestrate services 

in an intelligent and 

automatic manner 

Continuum General NF M 

Provide an efficient and 

agnostic to the complexity of 
the operations way to fully 

exploit the benefits of the 

continuum. 

High level 
intents are 

defined by users 

and efficiently 
reflected in 

deployments. 

Yes This TR is 

covered by 
the 

combined 

usage of 
the aerOS 

manageme

nt portal 
with the 

orchestrato

rs. 

Section 3.6 of 

D4.3, section 

7.1 of D2.7 

TR

-13 
DATA 

Distributed data 

management 

aerOS will allow 
for distributed data 

management to 

make user-side 
applications more 

intelligent and 
proactive, and to 

provide foundation 

for hyper-
distributed 

applications and 

services, closer to 
data sources and 

event-generating 

processes without 
sacrificing 

aggregated data 

analysis and 

insights 

Continuum 

Performance 
Availability 

Data quality 
NF M 

Efficiently support 

distributed data management 
to facilitate intelligent 

hyper-distributed 

applications and services. 

Distributed data 
management is 

illustrated and it 

is exploitable by 
applications and 

services. 

Yes The TR is 
covered by 

the use of 

Data 

Fabric 

Deliverable 
D4.3 (section 

3.2) 

TR

-14 

INFRASTRUCTUR

E 
Federation 

aerOS will leverage 
concept of services 

as a “unifying 

abstraction”, across 
resources 

(i.e. any physical or 

virtual IoT edge-
cloud continuum 

resource, from 

device to far-edge, 
edge or cloud); 

across multiple 

infrastructure 
domains and 

service levels, 

Continuum General C M 
Enable sharing of resources 

across multiple domains. 

Resources across 

distinct 
administrative 

domains and 

from edge-to-
cloud are 

accessible in a 

unified way. 

Yes The TR is 

covered by 

the aerOS 
Federator 

component 

Deliverable 

D2.7 (section 

5.5.8) 

Deliverable 

D5.6 (KPI 

1.3.2, 1.3.3, 
1.7.1, 1.8.1 

and 1.8.3) 

 

And in MVP 

and MVPv2 

videos, among 

others. 
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ID Refers to Name Description Domain Category 
Typ

e 
Prior-

ity 
Rationale 

Acceptance Cri-
teria 

Covered Explana-
tion 

Evidences 

supporting 

federation 

TR

-15 
META-OS 

Self* 

mechanisms 

Several aspects of 

aerOS will utilize 
the 

(semi)autonomous 

approaches, in 
particular these will 

include 

mechanisms for 
self-adaptation and 

self-healing of the 

Infrastructure 

Elements, based on 

self-observation 

Continuum 

Performance 

Availability 
Maintainabilit

y 

NF S 

Support self-adaptation and 
self-healing of infrastructure 

elements to automate 

processes and reduce 

complexity. 

self-adaptation 
and self-healing 

of infrastructure 

elements is 

realized. 

Yes Self-* 
modules of 

aerOS 

provide a 
powerful 

and varied 

toolset that 
satisfies 

this 

requireme
nt in all 

IEs of the 

continuum

. 

Section 5.5.5 
of D2.7 and 

section 4.5 of 

D3.3. 

TR

-16 
META-OS 

Security 
mechanisms of 

an Infrastructure 

Element 

Nodes connected to 

the aerOS 

continuum shall be 
able to scan their 

own internal 

network, through 
(semi)autonomous 

mechanisms, for 

unwanted network 
situations such as 

DDoS attacks, etc. 

Continuum Security NF S 

Enables adding an extra 

layer of security to the nodes 
of the continuum to detect 

and prevent network attacks 

directed towards the 

Infrastructure Elements 

The self-security 
element has been 

realised and 

network threats 
to the node have 

been successfully 

prevented 

Yes The Self-

security 
module 

continuous

ly 
monitors 

the 

internal 
network of 

its host 

node to 
detect and 

respond to 

potential 

attacks. 

Section 5.5.5 

of D2.7 and 
section 4.5 of 

D3.3. 

TR

-17 
META-OS 

Mechanisms for 

recovery and 
(re)configuration 

of a continuum 

node 

Nodes connected to 

the aerOS 

continuum that 
have sensors 

connected to them 
shall be able to 

analyse the health 

status, the data sent 
by the sensors and 

the configurations 

Continuum 

Performance 

Availability 
Maintainabilit

y 

NF S 

Enables automated 
(re)configuration and 

curation of Infrastructure 
Elements to reduce process 

complexity and increase 

process automation 

Self-healing and 

self-

configuration 
mechanisms have 

been realised and 
the Infrastructure 

Elements are 

able to recover 
from abnormal 

states of 

Yes Self-

healing 

module 
enables 

IEs to 
autonomou

sly detect 

failures or 
abnormal 

states and 

Section 5.5.5 

of D2.7 and 

section 4.5 of 

D3.3. 
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ID Refers to Name Description Domain Category 
Typ

e 
Prior-

ity 
Rationale 

Acceptance Cri-
teria 

Covered Explana-
tion 

Evidences 

applied to recover 

these sensors from 
anomalous states or 

incorrect 

configurations, in 
case the sensors are 

not working 

properly 

operation or 

incorrect or 
inappropriate 

configurations. 

recover 

affected 
hardware 

and 

software 
component

s, ensuring 

resilience 
and 

continuity 

of 

operation. 

TR

-18 
META-OS 

Communication 

interface of the 
Infrastructure 

Elements 

Computing nodes 

connected to the 

aerOS continuum 
shall have a 

communication 

system (API) 
between the node 

and the surrounding 
environment to 

send/receive data 

and apply 

operations 

Continuum 
Security 

Accessibility 
NF M 

Allows a connection to be 
established with the 

Infrastructure Elements of 

the aerOS continuum to 
apply actions on them and 

allow them to send/receive 
information about certain 

actions 

The self-API 
mechanism has 

been realised and 

it is possible to 
establish a 

connection to the 
Infrastructure 

Elements 

Yes The Self-

API 

module is 
deployed 

on each IE 

to allow 
external 

access to 
the 

underlying 

self-* 

modules. 

Section 5.5.5 

of D2.7 and 

section 4.5 of 

D3.3. 

TR

-19 
META-OS 

Adaptability of 

the Infrastructure 

Elements 

Through self-

monitoring, the 
nodes of the 

continuum will be 

able to detect 

possible future 

anomalies, applying 

prevention and 
anticipation 

techniques to avoid 

service 
interruptions and 

remain operational 

and available for as 

long as possible 

Continuum 
Availability 

Reliability 
NF S 

The node will be able to 

anticipate possible errors or 

lack of resources in the near 
future in order to avoid them 

and remain operational 

The self-

optimisation and 

adaptation 

mechanism has 

been realised and 

it is possible to 
keep the node 

operational 

longer and in a 
better state of 

health 

Yes The Self-

optimizati

on/adaptati
on module 

anticipates 

potential 
scenarios 

when the 

IE would 

like to act 

upon and 

dynamicall
y adjusts 

the self-

awareness 
sampling 

frequency 

to 
optimize 

monitoring 

and data 

disseminat

ion. 

Section 5.5.5 

of D2.7 and 

section 4.5 of 

D3.3. 
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TR

-20 
META-OS Applicability 

The aerOS 

approach will be 

generic and directly 
applicable to any 

vertical, cross-

vertical business 
process, and several 

different physical or 

virtual platforms 

App 

Continuum 
General NF M 

Efficiently support a wide 

range of diverse vertical use 

cases. 

Diverse use cases 
may be 

implemented 

using the aerOS 

solution. 

Yes The aerOS 

Meta-OS 
has been 

successfull

y deployed 
and tested 

in pilots 

and open 
calls that 

belong to 

different 
vertical 

sectors. 

D5.4, D5.6 

and videos of 
the pilots 

available in 

the YouTube 
channel of the 

project 

(https://www.y
outube.com/@

aeros-project). 

TR

-21 
SECURITY 

Cross-layer 

cybersecurity 

aerOS should 

introduce a holistic 
cross-layer solution 

for cybersecurity, 
while supporting 

federated and 

distributed 

data governance. 

App 

Continuum 

Security 

Privacy 
Availability 

Data quality 

NF M 

Provide a holistic security 

solution across each 
continuum and along 

federated continuums. 

A cross-layer, 
cross-domain 

cybersecurity 

solution is 

implemented. 

Yes aerOS 

implement
s a security 

solution 

among 
distributed 

domains 
using a 

variety of 

open-
source 

technologi

es while 
maintainin

g data 

governanc

e. 

Section 6 of 

D2.7, section 
4.4 of D3.3 

and sections 

3.2 and 3.5 of 

D4.3 

TR

-22 
SERVICES 

Multi-domain 

services 

orchestration 

aerOS should 

efficiently 

orchestrate services 

in a heterogeneous 

continuum of 

resource federation, 
as opposed to 

single-domain 

orchestration 
(where the 

orchestrator has full 

control 
over resources; 

while multi-domain 

orchestration 

requires 

coordination across 

domains 

Continuum General NF M 

Efficiently orchestrate 

services in a heterogeneous 
continuum of resources 

federation. 

Services are 

efficiently 
orchestrated in a 

heterogeneous 

continuum of 
resources 

federation. 

Yes The aerOS 

decentraliz

ed service 

orchestrati

on system 

allows to 
deploy 

services 

with 
distributed 

component

s across 
the 

continuum

. Domains 

are 

federated. 

Sections 5.4.2 

and 5.4.3 of 

D2.7, sections 

4.1 and 4.3 of 

D3.3 and 

section 4.6 of 

D4.3. 
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Prior-
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teria 
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tion 
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TR

-23 

INFRASTRUCTUR

E 

Infrastructure 

resilience 

aerOS should adapt 
to abrupt network 

changes, with the 

orchestrator 
rerouting 

traffic and 

resources allocation 

within IoT edge-

cloud continuum 

Continuum 
Availability 

Performance 
NF M 

Efficiently adapt to the 

dynamicity of the 
environment to provide 

uninterruptible services 

deployed on the continuum. 

Infrastructure 

proves resilient 
to the dynamicity 

of the 

environment. 

Yes The TR is 

covered by 
the High-

Level 

Orchestrat
or, the 

Low-Level 

Orchestrat
or and the 

self-

orchestrato
r 

component

s 

Deliverable 

D2.7 (section 

5.4.2) 

Deliverable 

D3.3 (section 

4.5) 

Deliverable 

D5.6 (KPI 

1.1.1, 1.3.2, 

1.5.4 and 

1.5.5) 

TR

-24 

INFRASTRUCTUR

E 

Network 

infrastructure 

resilience 

aerOS must adapt 

to unexpected 

changes or errors in 
the network. The 

aerOS orchestration 
systems, together 

with the 

(semi)autonomous 
self-orchestrator 

mechanism of the 

nodes, must be able 
to reroute network 

traffic and resource 

allocation to other 
Infrastructure 

Elements of the 

computing 

continuum 

Continuum 

Performance 

Availability 

Reliability 

NF M 

Efficiently adapt to the 

dynamicity of the 

environment to provide 
uninterruptible services 

deployed on the continuum 

Infrastructure 

proves resilient 

to the dynamicity 
of the 

environment 

Yes The TR is 
covered by 

the High-

Level 
Orchestrat

or, the 
Low-Level 

Orchestrat

or and the 
self-

orchestrato

r 
component

, as well as 

self-
scaling 

module in 

K8s-only 
environme

nts. 

Deliverable 
D2.7 (section 

5.4.2) 

Deliverable 
D3.3 (section 

4.5) 

Deliverable 

D5.6 (KPI 

1.1.1, 1.3.2, 
1.5.4 and 

1.5.5) 

TR

-25 

INFRASTRUCTUR

E 

Resource 

availability 

aerOS should make 
sure there is always 

appropriate amount 

of resources 
available per 

infrastructural 

element 

Continuum 
Availability 

Performance 
NF M 

Eliminate the possibility of 

resources starvation at each 

infrastructure element. 

Scarcity of 
resources is 

efficiently 

avoided. 

No Since aerOS has not focused 

on resources provisioning 
(e.g., OpenStack, 

OpenNebula, Terraform, 

Ansible…)but in services 
orchestartion, this 

requirement was  not any 

longer aligned with aerOS 

Meta OS. 



D5.6 – Technical evaluation, validation and assessment report (2) 

 

425 

ID Refers to Name Description Domain Category 
Typ

e 
Prior-
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teria 
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TR

-26 

INFRASTRUCTUR

E 

Resource 

availability of a 

computing node 

(Semi)autonomous 

aerOS self-scaling 

mechanisms must 
always ensure that 

enough resources 

are available on the 

computing nodes 

connected to the 

continuum 

Continuum 
Availability 

Performance 
NF M 

Eliminate the possibility of 

resources starvation at each 

infrastructure element 

Self-scaling of 
Infrastructure 

Elements is 

realised and 
scarcity of 

resources is 

efficiently 

avoided 

Partially Although 

resource 
starvation 

avoidance 

was not 
tackled, 

the self-

scaling 
component 

allow that 

this  TR is 
partially 

covered by 

the node’s 
self 

toolsuite 

Deliverable 

D3.3 (section 

4.5) 

Deliverable 

D5.6 (KPI 
1.5.3, 1.5.4 

and 1.5.5) 

TR

-27 

INFRASTRUCTUR

E 

Proximity of 

resources 

aerOS should 

support delivering 
computing 

resources close to 

edge devices, 
considering 

communication 

latency 

IoT 

Edge 

Performance 
Availability 

Data quality 
NF M 

Support closer to the edge 
deployment of services and 

app components. 

Close to the edge 
services and app 

components 

deployments are 
achieving low 

latency solutions. 

Yes The TR is 

covered by 
the High-

Level 
Orchestrat

or and the 

Low-Level 
Orchestrat

or 

component
s, which 

can deploy 

component
s at the 

edge 

Deliverable 

D5.6 
(validation 

activity P3-
BP1-VA23 

and P5-BP1-

VA28) 

TR

-28 
DATA 

Context 

awareness 

aerOS should 

support the ability 

to provide 

information 

about (edge) , 
considering 

heterogeneity as a 

drawback to deal 

with 

IoT 

Edge 
General NF M 

Enable context awareness as 

the ability of the 

heterogeneous IoT devices 

to gather information about 
their environment at any 

given time and adapt 

behaviors accordingly. 

IoT devices are 

able gather 

information 

about their 

environment at 
any given time 

and adapt 

behaviors 

accordingly. 

Yes The TR is 

covered by 

the use of 

node’s self 

and 
monitoring 

tools, and 

the Data 

Fabric 

Deliverable 

D3.3 (section 

4.5) and D4.3 

(section 3.2) 

TR

-29 

INFRASTRUCTUR

E 

Architecture 

modularity 

aerOS architecture 

should be modular, 
to fully exploit 

encapsulated 

functionalities 
including new 

modules easily 

Continuum General NF M 
Built a flexible and easily 

expandable architecture. 

Architecture 

follows a 

modular design. 

Yes The TR is 

covered by 
the use of 

aerOS's 

own 
architectur

e, which 

Deliverable 

D2.7 (section 

5) 
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Acceptance Cri-
teria 

Covered Explana-
tion 

Evidences 

was 

designed 
from the 

outset to 

be 
modular so 

that 

“blocks” 
could be 

added and 

removed 

as needed 

TR

-30 

INFRASTRUCTUR

E 

Support of 
containerized 

infrastructure 

technologies 

Ιt must be possible 

for the aerOS 
system to be 

installed in any 

computational 
environments 

supporting any 
containerized 

environment and 

demonstrate 
integration support 

to most prevailing 

open source 
containers engines, 

being clustered or 

not. 

Continuum General NF M 

The aerOS should be 
installed in enterprise-level 

computational 
infrastructures with 

minimum constraints 

Demonstrate the 
installation of 

aerOS in 
containerized 

environments 

Yes The TR is 

covered by 

the use of 
aerOS's 

own 

architectur
e, which 

was 
designed 

from the 

outset to 
be 

installed in 

different 
containeris

ed 

environme

nts 

Deliverable 

D2.7 (section 

5.3.1 and 5.4) 

Deliverable 

D5.6 (KPI 

1.1.2, 1.5.2 

and 1.8.1) 

TR

-31 

INFRASTRUCTUR

E 

Basic 

Infrastructure 

Manageability 

The aerOS 

infrastructure must 

comply and execute 
centrally defined 

(enterprise-level) 

policies (e.g. 
scheduled patch 

upgrades, security 

hardening) 

Continuum General NF M 

The aerOS system must 
follow well-defined policies 

for configuration 

management across the 

whole continuum 

Demonstrate the 

infrastructure 

configuration 
policies 

definition and 

execution 

Yes The TR is 

covered by 

the 

TOSCA 

specificati

on of 
services 

deploymen

t 

Deliverable 

D2.7 (section 

5.4.2) 

Deliverable 

D3.3 (section 

4.1) 

MVPv2 

orchestration 

video 

TR

-32 

INFRASTRUCTUR

E 

aerOS 

Monitoring 

The aerOS system 

must include a 

monitoring 
infrastructure and 

depict health to 

relevant 

stakeholders 

Continuum General NF M 

The aerOS system must 
ensure best-performance 

operation 

Existence of 
monitoring 

dashboard 

Yes The TR is 

covered by 

the use of 
aerOS 

Manageme

nt Portal 

component 

Deliverable 

D2.7 (sections 

5.2 and 5.5.8) 
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TR

-33 

INFRASTRUCTUR

E 

aerOS monitoring 

mechanisms 

(Semi)autonomous 

mechanisms based 
on self-observation 

will be used to 

determine the 
health status and 

performance of 

Infrastructure 
Elements connected 

to the aerOS 

computing 

continuum 

Continuum 

Performance 

Availability 

Reliability 

NF M 

The aerOS system must 
guarantee optimum 

performance, high 

availability and reliability 

Self-awareness, 

self-diagnose and 
self-realtimeness 

of Infrastructure 

Elements is 

realised 

Yes The TR is 

covered by 
the node’s 

self-* and 

monitoring 
component

s 

Deliverable 

D3.3 (section 

4.5) 

Deliverable 

D5.6 (KPI 
1.5.1, 1.5.2, 

1.5.3, 1.5.4, 

1.5.5, 1.5.6 

and 1.5.7) 

TR

-34 

INFRASTRUCTUR

E 

Infrastructure 
management 

automation 

The management of 

the aerOS 
infrastructure 

should be as 

automated as 
possible, with 

minimum manual 

intervention 

Continuum General NF M 

With a huge number of 
infrastructure elements, 

manual actions are a 

prohibiting factor as they 
relate to an error-prone and 

time consuming process 

Depict the 
utilization of 

automation 

engines for 
configuration 

support 

Yes The TR is 

covered by 

the node’s 
self-* and 

monitoring 

component 
and the 

semi-
automatic 

and fully 

automatic 
orchestrati

on modes 

Deliverable 

D3.3 (section 

4.5) 

Deliverable 

D5.6 (KPI 

1.5.3, 1.5.4, 
1.5.5, 1.5.6 

and 1.5.7) 

TR

-35 
APPLICATIONS 

Declarative 

applications 

requirements 

There should be a 

declarative way to  
specify the 

application's 

infrastructural 
requirements and 

consumed services 

Continuum 
Flexibility 

Extensibility 
NF M 

Ensuring infrastructure and 

service specification 
consistency and simplicity 

across the continuum 

A blueprint 

should be 
sufficient to 

specify all the 

required 
infrastructure and 

service 

components 

across the 

continuum 

Yes This TR is 

covered by 
the usage 

of TOSCA 

in the 
manageme

nt portal to 

deploy a 

service. 

Section 3.6.1 

of D4.3 as 
well as section 

3.8 of this  

deliverable. 

TR

-36 
NETWORK 

Services visibility 

across virtual  

network links 

Once virtual links 
are established 

between 

infrastructure 
components, 

services should be 

visible across the 

link 

Network Accessibility NF M 
Ensuring services access 

across virtual networks 

Interaction 

between services 
across the 

architecture 

should be 
possible and 

configurable 

Yes The TR is 
covered by 

the aerOS 

cross-
domain 

network 

overlay 
component 

(WireGuar

d 

tunnelling) 

Deliverable 
D2.7 (section 

4.1) 
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Covered Explana-
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TR

-37 

INFRASTRUCTUR

E 

Automated 

workload 

execution on IoT 

Devices 

The architecture 

should allow 

automated  
setup and upgrade 

of IoT devices 

through workload 

specification 

IoT Automation NF S 
Ensuring automation on the 

edge devices 

A blueprint 
should be 

sufficient to 

accurately 
specify the 

workloads to be 

executed in all or 

part of the edge 

devices 

Yes The TR is 

covered by 
the High-

Level 

Orchestrat
or, the 

Low-Level 

Orchestrat
or and the 

Implement

ation 
Blueprint 

component

s 

Deliverable 

D2.7 (section 

5.4.2) 

Deliverable 

D5.6 (KPI 
1.1.1 and 

1.3.2) 

TR

-38 
DATA 

(semi ) real-time 

data analysis  

support 

Support analyzing 
live data in a timely 

manner and give a 

response back with 
the 

required/suggested 

action 

Continuum 

Network 

Performance 

Maintainabilit

y 

NF S 

Depending on the situation: 

timely data analysis could 
improve the quality of work 

and automating some of the 

tasks that are currently 

handled manually 

Data analysis 
/decision making 

through aerOS's 

edge 

Yes The TR is 
covered by 

the use of 

communic
ation 

services 

and APIs 

Deliverable 
D3.3 (section 

4.2) 

TR

-39 
NETWORK 

Low latency 
communication 

between system 

components 

System latency 

should be 
monitored  

to ensure a low 

latency 
communication 

between deployed 

application 

components 

Edge 
Performance 

Reliability 
NF S 

Observing overall system 

latency 

Defining a 

tolerable overall 

system latency 

Partially Although 

latency has 

not been a 
priority for 

WP3 basic 

or 
auxiliary 

services, 

the TR is 
covered by 

the aerOS 

Data 

Fabric 

component 

Deliverable 

D5.6 (KPI 

1.2.9) 

TR

-40 
NETWORK 

Low latency 

communication 

between system 

components 

System latency 
should be 

controlled from the 

(semi)autonomous 
self-monitoring 

systems of the 

Infrastructure 
Elements and kept 

below an acceptable 

limit to ensure 
communication 

between all 

Continuum 

Performance 
Availability 

Reliability 
NF S 

Monitoring of the overall 
system latency to keep it 

below the limit and to meet 

the requirements of the 
applications or services 

deployed on the nodes 

Defining a 
tolerable overall 

system latency 

Partially Latency is 
not 

directly 

measured 
nor 

monitored 

through 
aerOS 

basic 

services 

Latency 
measurements 

have been 

done, and they 
are tolerable 

according to 

the tests over 
Orion-LD in 

Deliverable 

D4.3 (section 

3.2.1) 

Deliverable 
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components of the 

deployed 
application or 

service 

D5.6 (KPI 

1.4.7) 

TR

-41 
DATA 

Syntactic 

interoperability 

"Out of the box" 

aerOS data 
infrastructure 

should provide 

support for the most 

commonly used 

data formats: 

JSON, XML, CSV, 

… 

App 

Continuum 
Usability F S 

aerOS data pipelines shall 

support most commonly 

used data formats 

Data pipelines 
support most 

commonly  

used data formats 

Yes The TR is 

covered by 
the use of 

Semantic 

Translator, 

Semantic 

Annotator 

and Data 

Fabric 

Deliverable 

D4.3 (sections 

3.1 and 3.2) 

TR

-42 
DATA 

Extensible 

syntactic 

interoperability 

aerOS syntactic 

interoperability 
solution should 

allow for user 

defined extensions. 
Hence, it should 

have a modular and 

"parametrized" 

architecture. 

App 

Continuum 
General F M 

aerOS data-level 

interoperability mechanisms 

shall be extensible 

aerOS syntactic 

interoperability  

solution allows 
for user defined 

extensions 

Yes The TR is 

covered by 
the use of 

Semantic 

Translator, 
Semantic 

Annotator 

and Data 

Fabric 

Deliverable 

D4.3 (sections 

3.1 and 3.2) 

TR

-43 
DATA 

Composable data 

topologies 

aerOS should offer 

mechanisms for 
defining 

(compound) data 

sources and 
creating data-flow 

topologies based on 

streams. 

App 

Continuum 
General F M 

aerOS shall provide 
mechanisms for defining 

data sources and data flows 

Mechanisms for 

defining data 
sources  

and data flows 

are provided 

Yes The TR is 

covered by 
the use of 

Data 

Fabric 

Deliverable 

D4.3 (section 

3.2) 

TR

-44 
DATA 

Reactive data 

streams handling 

Stream processing 

mechanisms should 

be created using 

tools and 
techniques ensuring 

"reactivity", i.e., 

allowing 
asynchronicity with 

non-blocking back 

pressure. 

Continuum Usability NF S 

aerOS stream processing 

should follow the Reactive 

Streams principles 

Stream 
processing 

mechanisms are  

provided 

Yes The TR is 

covered by 

the use of 

Semantic 
Translator 

component 

Deliverable 

D4.3 (section 

3.1.2) 

TR

-45 
DATA 

Semantic data 

annotation 

aerOS should be 

able to semantically 

annotate "raw" data 

to enable/empower 

its semantic 

interoperability 

App 

Continuum 
Usability F S 

aerOS shall provide 

mechanisms for semantic 

annotation of "raw" data 

Mechanisms for 
semantic 

annotation  

of "raw" data are 

provided 

Yes The TR is 

covered by 

the use of 

Semantic 

Annotator 

component 

Deliverable 

D4.3 (sections 

3.1.1 and 3.2) 
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mechanisms. and Data 

Products 

TR

-46 
DATA 

Streaming 

semantic 

annotation 

Since most data 

handled by aerOS 

will have a 
streaming nature, 

the semantic 

annotation 
mechanisms should 

offer full support 

for data streams. 

App 

Continuum 
General F M 

aerOS semantic annotation 

should be capable of 

processing data streams 

Semantic 
annotation is 

capable  

of processing 

data streams 

Yes The TR is 

covered by 

the use of 
Semantic 

Annotator 

component 

Deliverable 

D4.3 (section 

3.1.1) 

TR

-47 
DATA 

Semantic 

interoperability 

Because of the high 

heterogeneity of 

aerOS deployments, 
it should use an 

interoperability 

solution based on 
semantics and 

semantically 

annotated data and 

data flows. 

Continuum Data quality NF M 
aerOS shall enable semantic 

interoperability 

Semantic 
interoperability is 

provided 

Yes The TR is 

covered by 

the use of 
Semantic 

Translator 

and 
Semantic 

Annotator 

component

s 

Deliverable 

D4.3 (section 

3.1.1 and 

3.1.2) 

TR

-48 
DATA 

Semantic 

translation 

To achieve 

interoperability, 
aerOS shall employ 

efficient semantic 

translation 
mechanisms, e.g., 

based on an 

enhanced version of 
the Inter Platform 

Semantic Mediator 

(IPSM) semantic 

translator. 

App 

Continuum 
General F M 

aerOS semantic 

interoperability shall utilize 

semantic translation 

Semantic 

interoperability 

utilizes  
semantic 

translation 

Yes The TR is 

covered by 
the use of 

Semantic 

Translator 

component 

Deliverable 

D4.3 (section 

3.1.2) 

TR

-49 
DATA 

Core data 

models/ontologie

s 

aerOS Core data 

models, as the basis 

for the aerOS 
internal data 

flow/exchange 

should be based on 
a set of carefully 

selected ontologies. 

Continuum Data quality NF S 

Whenever feasible, aerOS 
Core data models design 

should be based on well 

established ontologies 

aerOS Core data 

models design is 
based  

on well 

established 

ontologies 

Yes The TR is 

covered by 

the use of 
the aerOS 

continuum 

ontology 

Deliverable 

D4.3 (section 

3.1.3.2) 

TR

-50 
AI 

AI task execution 

in the continuum 

Providing execution 
environment 

utilizing 

App 

Continuum 
General F M 

aerOS shall enable 
commissioning and 

execution of AI jobs using 

AI tasks must be 
executed in the 

continuum on the 

Partially All 
mentioned 

pilots 

Pilot 1 
Requirement 

10 as reported 
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ID Refers to Name Description Domain Category 
Typ

e 
Prior-

ity 
Rationale 

Acceptance Cri-
teria 

Covered Explana-
tion 

Evidences 

heterogenous IE is 

one of the 
objectives of 

aerOS. Among 

tasks that can be 
executed in an 

aerOS deployment 

should be AI-

related tasks. 

resources available in the 

continuum. 

IE that matches 

the user-defined 

requirements. 

under 

Evidences 
deploy 

aerOS 

services 
that 

execute AI 

models for 
different 

tasks, but 

the 
concept 

jobs has 

not been 
embraced 

since it has 

not been 

necessary. 

in D5.4 – 2.1.2 

Pilot 4 as 
reported in 

BP2 

Pilot 5 as 
reported in 

BP1-DA10, 

DA11 

TR

-51 
AI 

Support for non-

centralized data 

processing 

aerOS shall be able 

to process data at 

the edge and decide 
which information 

needs to be 

transmitted to a 

central cloud server 

for further storage 

and processing. 

App 

Continuum 
General C M 

aerOS shall support AI tasks 
without centralized data 

processing. Where required, 

transmission of information 
to the cloud shall be kept to 

a minimum from the point of 

view of bandwidth, as well 

as security. 

A selected AI 

task must be 
executed in such 

a way that 

training data 
does not leave a 

local device, e.g. 

federated 
learning 

implementation. 

Yes All pilots 

exhibit 
cases 

where 

centralized 
application

s have 

been 
moved to 

edge 

devices 

Pilot 1.1 edge 

devices as 
reported in 

D5.4 – 2.1.1 

(Table 2) 

Pilot 2 edge 

devices as 

reported in 
D5.4 – 2.2.1 

(Table 6) 

Pilot 3 edge 
devices as 

reported in 

D5.4 – 2.3 

(Table 8) 

Pilot 4 edge 

devices as 
reported in 

D5.4 – 2.4 

(Table 20) 

Pilot 5 edge 

devices as 

reported in 
D5.4 – 2.5 

(Table 23) 
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ID Refers to Name Description Domain Category 
Typ

e 
Prior-

ity 
Rationale 

Acceptance Cri-
teria 

Covered Explana-
tion 

Evidences 

TR

-52 
AI 

Models deployed 

in the continuum 

aerOS shall support 
models deployed in 

different places in 

the continuum 
doing predictions. It 

is the responsibility 

of a model 

developer to 

minimize the model 

size. 

App 

Continuum 
General F M 

AI in aerOS can be 

envisioned as a process of 

model training using the 
available infrastructure or 

using ready models to 

support internal or pilot-
related functionalities. 

Predictions may be done on 

IE “in different places” in 
the continuum including 

resource-restricted devices. 

At least one IE 

has running 
service with 

deployed model 

that is used for 
prediction based 

on data sent to or 

available at this 

IE. 

Yes Both Pilot 

1 and 5 
utilize 

local data 

for 
prediction 

and/or 

reporting 
for quality 

control 

and 
personal 

health 

application

s 

Pilot 1 

Requirement 
10 as reported 

in D5.4 – 

2.1.2. 

Pilot 5 as 

reported in 

BP1-DA10, 

DA11 

TR

-53 
AI 

User 

requirements for 

AI tasks 

Users shall be able 

to specify 

requirements 
related to execution 

of AI tasks 

according to a pre-
established data 

model. 

App 

Continuum 

Usability 

Data models 
F M 

To be able to effectively use 

the continuum and execute 
tasks on resources that best 

match requirements users 

shall be able to provide 

information about the task. 

Values for at 

least 5 

parameters 
describing an AI 

task to be 

executed can be 
specified by the 

user. 

Partiallu Although 

there is 

support for 
40+ 

training 
parameters 

comprising 

nearly all 
commonly 

used 

training 
options,  

the variety 

of 5 
parameter 

user 

requireme
nts has not 

been 

necessary 

in pilots. 

AI Local 

Executor 

Parameter 
Data Model in 

Deliverable 

4.3 – 3.3.1.1 

TR

-54 
AI 

AI-related data 

models 
adaptability and 

extendibility 

Data models that 
shall support AI 

requirements and 

workflow 
definitions should 

be extendable and 

adaptable to new 

cases. 

App 

Continuum 
Data models NF S 

Large amount of possible 

use cases / algorithms / 
models / data may be 

utilized with aerOS 

architecture which requires 
the possibility to describe 

them using aerOS metadata. 

There is a 

possibility to add 

new attributes to 
the existing data 

models without 

need to change 
the already 

implemented 

logic for the 

attributes that 

existed in the 

model before. 

Yes Instances 

of 

ontology 
changes 

are 

documente
d without 

them 

impacting 

reliant 

services in 

the HLO 

From data 

model 

proposed in 
Deliverable 

2.7 and 4.2 to 

a final model 
reported in 

Deliverable 

3.3 and 4.3 
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ID Refers to Name Description Domain Category 
Typ

e 
Prior-

ity 
Rationale 

Acceptance Cri-
teria 

Covered Explana-
tion 

Evidences 

TR

-55 
AI 

Compliance with 
frugal AI 

paradigm 

When possible and 

required by the 

user, execution of 
AI tasks should be 

aligned with the 

concept of 

frugality. 

App 
Continuum 

Edge 
General NF M 

aerOS is designed for edge-

cloud continuum which 
requires mechanisms that 

can deal with nodes (IEs) 

with limited resources. This 
shall be considered when 

designing and implementing 

AI-based mechanisms 
especially close to the edge 

by applying frugality where 

necessary. 

For AI 

implemented in 

aerOS (internal 
or external) at 

least one frugal 

technique for AI 

shall be present. 

Yes Frugality 

in the form 
of model 

reduction 

has been 
tested, 

using 

quantizatio
n, pruning, 

and 

distillation 

Model 

reduction 
techniques 

applied in 

Deliverable 

4.3 – 3.3.2 

TR

-56 
AI 

Support for data 

frugality 

aerOS shall provide 
mechanisms for 

tackling data 
frugality (small 

amount of training 

data and/or labels). 

App 

Continuum 

Edge 

General NF M 

aerOS is designed for edge-
cloud continuum which 

requires mechanisms that 

can deal with nodes (IEs) 
with limited data available 

for model training. This 
shall be considered when 

designing and implementing 

AI-based mechanisms 
especially close to the edge 

by applying frugality where 

necessary. 

For AI 

implemented in 

aerOS (internal 
or external) at 

least one frugal 
technique 

directed at 

limited data for 
AI shall be 

present. 

Yes Self-
optimizati

on uses 

only 
subsequent

, in-the-

moment 
observatio

ns for its 
model and 

does not 

require 
any 

volume of 

data for 
training, 

eliminatin

g the need 
for costly 

data 

storage 

Self-
optimization 

repository 

(https://gitlab.a
eros-

project.eu/wp3

/t3.5/self-
optimization) 

and as 
reported in 

D3.3 – 4.5.1 

TR

-57 
AI 

AI tasks 

orchestration 

aerOS shall provide 

mechanisms for AI 

tasks orchestration 
to provide 

reliability. 

App Reliability NF M 

AI tasks (e.g. training of 

models) can be executed in a 
distributed way (e.g. 

federated learning) which 

requires orchestration 
including: task execution 

and monitoring. This should 

increase the reliability 

provided by the system. 

The AI tasks can 
be executed in a 

distributed way. 

aerOS 
mechanisms are 

used to provide 

reliability. 

Yes The AI 

Task 

Controller 

and Local 
Executor 

work in 

tandem to 
distribute 

decentraliz

ed steps of 
an ML 

workflow 

according 

to 

standardiz
ed 

AI Local 

Executor and 

Task 

Controller via 
Flower in 

Deliverable 

4.3 – 3.3.1.1 

https://gitlab.aeros-project.eu/wp3/t3.5/self-optimization
https://gitlab.aeros-project.eu/wp3/t3.5/self-optimization
https://gitlab.aeros-project.eu/wp3/t3.5/self-optimization
https://gitlab.aeros-project.eu/wp3/t3.5/self-optimization
https://gitlab.aeros-project.eu/wp3/t3.5/self-optimization
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ID Refers to Name Description Domain Category 
Typ

e 
Prior-

ity 
Rationale 

Acceptance Cri-
teria 

Covered Explana-
tion 

Evidences 

technologi

es 

TR

-58 
AI 

AI tasks 

monitoring 

aerOS shall provide 

mechanisms for 

task execution 

monitoring. 

App 
Usability 

Reliability 
NF S 

AI tasks can be long running 

and the aerOS-based system 

shall provide means to check 

the current status. 

There is a 
possibility to 

check the status 

of AI tasks that 
was 

commissioned to 

be executed in 
aerOS-based 

system. 

Yes Reporting 
for AI 

workflow 

status is 
present in 

the AI 

Task 
Controller 

GUI 

AI Task 
Controller 

GUI in 

Deliverable 

4.3 – 3.3.1.1 

TR

-59 
AI 

Reliable AI task 

execution 

aerOS shall react to 

changes in the 
environment to 

provide a reliable 

AI execution 

environment. 

App 

Continuum 
Reliability NF M 

The edge-cloud continuum 

can include resources with 
various capabilities, 

connectivity and stability. 

There shall exist 
mechanisms to adapt the AI 

task execution to current 

state of the environment to 

increase the reliability. 

The AI task that 

was 
commissioned to 

be executed in 

aerOS-based 
system can be 

finished even if 

some unpredicted 
changes in the 

environment 

happened (for 
which aerOS has 

some mitigation 

and reaction 

techniques). 

Partially Resilience 
techniques 

for AI 

workloads 
and 

executions 

are shared 
with 

common 

tasks, 
where 

aerOS 

provides 
intelligent 

self-

scaling. 
However, 

this relies 

on self-* 
tools and 

is not 

tailored for 
AI 

pipelines. 

or stable  

AI Local 
Executor and 

Task 

Controller via 
Flower in 

Deliverable 

4.3 – 3.3.1.1 

Orchestration 

workflow as 

reported in 
Deliverable 

D3.3 – 4.3 

Self-* 
capabilities as 

reported in 

D3.2 – 4.5.1 

TR

-60 
AI 

AI tasks user 

requirements to 

resource 

matching 

aerOS shall be 
responsible for 

matching user 

requirements to 
capabilities of 

resources available 

App General NF M 

User shall have the 

possibility to define AI task-

related requirements and, on 
the other hand, IEs in the 

continuum have their 

configurations and 
capabilities. These 

User can 

commission AI 

tasks execution 
to the continuum 

without 

knowledge of 
underlying 

Yes Users of 

the AI 

execution 
service do 

not need to 

specify 
any 

AI Task 

Controller 

GUI in 
Deliverable 

4.3 – 3.3.1.1 
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ID Refers to Name Description Domain Category 
Typ

e 
Prior-

ity 
Rationale 

Acceptance Cri-
teria 

Covered Explana-
tion 

Evidences 

in the continuum. information shall be 

matched to select best place 
to execute the job in the 

continuum using aerOS 

orchestration. 

physical 

infrastructure or 
selecting specific 

IEs. 

informatio

n or 
selection 

regarding 

the 
physical 

IEs where 

tasks are 

executed 

TR

-61 
AI 

AI task 

description 

User shall be able 
to specify 

characteristics of 

the AI task 
covering algorithm, 

required data and 
resource 

configuration 

restrictions. 

App Data models NF S 

User shall have the 

possibility to define AI task-
related requirements with 

respect to a predefined data 

model. 

aerOS provides a 

mechanism and 

data models to 
define AI tasks to 

be commissioned 
to an aerOS-

based system. 

Partially Data 

models 

and 
serving 

infrastruct

ure allows 
connection 

to 

common 
sources, 

however 
Orion 

usage or 

data 
definition 

is not 

necessarily 
tailored for 

AI tasks. 

Context broker 

in Deliverable 

D4.3 – 3.2.1. 

Data product 

serving in 

Deliverable 

4.3 – 3.2.3.2 

 

TR

-62 
AI 

Internal and 
external AI 

support 

aerOS components 

shall allow for 

execution of AI 
tasks originating 

from internal use 

cases (supporting 
aerOS mechanisms) 

and external use 

cases (originating 

from applications). 

App 

Continuum 
General C M 

aerOS shall enable to 

execute AI tasks specific to 
pilot applications but may as 

well use AI to enhance its 

internal mechanisms. 

There is at least 

one scenario for 
internal AI and 

one for external 

AI in aerOS. 

Yes Applicatio

ns in Pilot 
1, 4 and 5 

among 

others 

demonstrat

e 

execution 

of AI tasks 

Pilot 1 

Requirement 
10, Pilot 4 as 

reported in 

BP2, Pilot 5 as 

reported in 

BP1-DA10, 

DA11 as 

external 

Deliverable 

3.3 – 4.3.1.2 
detailing 

internal HLO 

AI systems 
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ID Refers to Name Description Domain Category 
Typ

e 
Prior-

ity 
Rationale 

Acceptance Cri-
teria 

Covered Explana-
tion 

Evidences 

TR

-63 
AI 

Explainability 

support 

aerOS shall support 
explainability of 

models. 

App 
Continuum 

Edge 

General F M 

To enhance the 

trustworthiness of the whole 
solutions selected AI should 

be explainable or 

interpretable. 

At least one AI 

application 
scenario includes 

explainability or 

interpretability. 

Yes Explainabi

lity is 
supported 

for the 

High 
Level 

Orchestrat

or’s AI 
model, an 

internal 

operator 

Models for 

health 

safety used 
in Pilot 5 

are also 

auditable 

Deliverable 

4.3 – 3.3.3 

Pilot 5 as 

reported in 

Deliverable 

5.6 – 6.5 

TR

-64 
DATA Data cataloguing 

Metadata about the 

available  

data sources and the 

data they provide 

Continuum Data quality F M 

Data consumers within 
aerOS (either users or aerOS 

internal services) need a way 

for discovering the data that 
are available in aerOS 

continuum 

Standard 

interface that 

exposes the data 

catalog towards 

data consumers 

Yes The TR is 
covered by 

the use of 

Data 

Fabric 

Deliverable 
D4.3 (section 

3.2) 

TR

-65 
DATA Data collection 

Automated 

ingestion of data 

in the data 

infrastructure 

Continuum Accessibility F M 

Data infrastructure must 

orchestrate and automate the 
collection of data from their 

data sources on behalf of 

data consumers 

Mechanisms for 

collecting data 

which will be 
implement based 

on the nature of 

the target data 

source 

Yes The TR is 
covered by 

the use of 

Data 

Fabric 

Deliverable 
D4.3 (section 

3.2) 

TR

-66 
DATA 

Data privacy 

labeling 

Annotation of 
sensitive data such 

as Personal 

Identifiable 

Information (PII) 

Continuum 
Privacy 

Security 
F C 

Definition of data 

governance policies for data 
access must consider 

sensitive data 

Mechanism for 

annotation of 

data as sensitive 

Partially The TR is 

covered by 
the use of 

Semantic 
Annotator 

component 

and Data 
Security, 

but it has 

not been 
required to 

be 

validated 

in pilots. 

Deliverable 

D4.3 (sections 
3.1.1 and 

3.2.5) 
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ID Refers to Name Description Domain Category 
Typ

e 
Prior-

ity 
Rationale 

Acceptance Cri-
teria 

Covered Explana-
tion 

Evidences 

TR

-67 
DATA Data provenance 

Metadata about 
history of data in a 

data pipeline 
Continuum 

Data quality 

Security 
F S 

Tracing the history of data 

throughout its life cycle is 

needed for providing trust in 

the data 

Mechanism for 

collecting 
provenance 

information 

about data 

Yes The TR is 

covered by 
the use of 

Data 

Catalog, 
Data 

Security 

and Data 
Product 

component

s 

Deliverable 

D4.3 (section 

3.2) 

TR

-68 
DATA 

Context-aware 

data access 

Definition of data 

access policies 

based on context 
information related 

to the target data 
and the data 

consumer 

Continuum 
Privacy 

Security 
NF S 

Data access policies must be 

defined with a fine-grained 
level based on context 

information 

Access control 

mechanism for 
defining data 

access policies 
based on the role 

of the consumer 

and the context 

of the target data 

Partially The TR is 
covered by 

the use of 

Data 
Security 

and Data 

Product 
component

, however 
the 

security 

checks list 
could be 

enhanced 

and 
demosnstr

ated in 

pilots. 

Deliverable 
D4.3 (section 

3.2) 

TR

-69 
DATA 

Distributed data 

management 

Management of 

data across different 

data infrastructure 

instances 

Continuum 

General 
Performance 

Standards 

NF M 

Distributed data 
management throughout the 

continuum is needed in order 

to scale and adapt in 
dynamic data exchange 

scenarios 

Standard 
mechanisms and 

interfaces to 

enabled 
distributed data 

infrastructures 

Yes The TR is 
covered by 

the use of 

Data 

Fabric 

Deliverables 
D4.3 (section 

3.2) 

TR

-70 
DATA Data integration 

Combination of 

data from different 
heterogenous data 

sources 

Continuum 
Accessibility 

Standards 
NF M 

Data consumers will greatly 

benefit from having a 
holistic view of data across 

the continuum 

Mechanisms to 

adapt collected 
data into a 

unified data 

model based on 
the semantics of 

the data 

Yes The TR is 
covered by 

the use of 

Semantic 
Translator, 

Semantic 

Annotator 
and Data 

Fabric 

component

s 

Deliverable 
D4.3 (sections 

3.1.1, 3.1.2 

and 3.2) 
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ID Refers to Name Description Domain Category 
Typ

e 
Prior-

ity 
Rationale 

Acceptance Cri-
teria 

Covered Explana-
tion 

Evidences 

TR

-71 
DATA 

Data-as-a-

product 

Management of 

data as a product 

that can be easily 
shared among 

consumers 

Continuum 
Accessibility 

Standards 
NF M 

Exposing data following the 

Findable, Accessible, 
Interoperable, Reusable 

(FAIR) principles to enable 

interoperability among data 

consumers in the continuum 

Standard 

interfaces and 
standard data 

models to 

facilitate 

interoperability 

Yes The TR is 

covered by 
the use of 

Data 

Fabric 

Deliverable 

D4.3 (section 

3.2) 

TR

-72 
SECURITY 

Cybersecurity 

tools 

Implementation of 

cybersecurity tools 
that will support the 

DevPrivSecOps 

procedures of 

aerOS 

ALL 
Security 

Privacy 
NF S 

The cybersecurity tools are 

essential for DevPrivSecOps 

Sufficient 

cybersecurity 
tools to support 

the 

DevPrivSecOps 

procedures 

Yes 4 tools 

have been 

included 
aerOS 

implement

s security 
tools 

necessary 

for the 
DevPrivSe

cOps such 

as 
KrakenD, 

Keycloak 

and 
OpenLDA

P. 

Section 4.4 of 

D3.3 and 3.5 

of D4.3. KPI 
1.4.2 and 1.4.3 

of this 

document. 

TR

-73 
SECURITY 

Privacy-

preserving 

functions 

Deployment of 

functions that aim 
at the protection of 

privacy by 

protecting sensitive 
data from 

unauthorized access 

ALL Privacy NF S 
Protection of sensitive data 

from unauthorized access 

Mechanisms for 

the protection of 
sensitive data 

from 

unauthorized 
access are 

realized 

Yes aerOS 
implement

s AAA 

mechanis
ms to 

prevent 

unauthoriz
ed access 

to 

sensitive 

data. 

Section 4.4 of 
D3.3 and 3.5 

of D4.3. 

TR

-74 
SECURITY 

Trust 

establishment 

Employment of 

mechanisms to 

establish trust 
within aerOS 

ecosystem 

ALL 
Security 

Trust 
NF S Trust establishment in aerOS 

Trust score 

calculation and 

trust 
management are 

realized 

Yes aerOS 

implement
s an IE 

trust 

calculator 
component 

that when 

combined 
with IOTA 

guarantees 

trust 
manageme

Section 6.3 of 

D2.7 and 3.5 
of 4.3. KPI 

1.4.8 and 

1.4.10 of this 

document. 
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Typ

e 
Prior-

ity 
Rationale 

Acceptance Cri-
teria 

Covered Explana-
tion 

Evidences 

nt. 

TR

-75 
SECURITY 

Cybersecurity 

policies 

Establishment of 

cybersecurity 
policies to define 

who can do what 

and when 

ALL Security NF S 

Cybersecurity policies to 
enhance and maintain the 

security of aerOS 

Policies that 

define who can 

do what and 

when are realized 

Yes This TR is 

achieved 

by the 
implement

ation of 

OpenLDA
P and 

Keycloak 

with 

KrakenD. 

Section 4.4 of 

D3.3 and 5.6 

of D2.7, also 

D2.5. 

TR

-76 
SECURITY 

Security and 

management of 
identity and 

access in aerOS 

Integration of 

Keycloak with 

OpenLDAP 
provides a 

comprehensive 

solution for secure 
authentication, 

authorization and 

user management 

ALL 
Security 

Trust 
NF M 

Keycloak with OpenLDAP 

provides a robust, flexible, 

and comprehensive security 
solution. It combines 

Keycloak’s modern identity 

management and access 
control features with 

OpenLDAP’s powerful 

directory services. 

The 

synchronization 
between 

Keycloak and 

OpenLDAP is 
crucial for 

maintaining data 

integrity and 
ensuring that 

authentication 

and authorization 
processes run 

smoothly. 

Yes Keycloak 

and 
OpenLDA

P 

successfull
y 

integrated 

with one 
another in 

the aerOS 

security 
framework

. 

Section 4.4 of 

D3.3 and 6.3 
of D2.7. KPI 

1.4.4 and 

1.4.5. 

TR

-77 
SECURITY 

Security features 

to protect API’s 

High performance 
API Gateway that 

provides several 

features to enhance 
the security of 

aerOS API 

infrastructure. The 
implementation is 

based on KrakenD 

ALL 
Security 

Privacy 
NF M 

KrakenD, as an API 

Gateway, provides a range 
of security features to 

protect APIs from various 

threats. 

The effectiveness 
in securing an 

API 

infrastructure 
depends on 

proper 

configuration and 
maintenance of 

these features. 

Yes KrakenD 
fully 

implement

ed in all 
aerOS 

domains. 

Section 4.4 of 
D3.3 and 6.3 

of D2.7. KPI 

1.4.7. 

TR

-78 
SECURITY 

Distributed Trust 

Management 

Dynamic Trust 

management for 
devices utilizing 

DLT technologies 

and MQTT protocol 

ALL 
Security 

Trust 
NF S 

Distributed management of 

trust within aerOS 

Continuous 

attestation of 
trust for all 

devise 

onboarding the 
system or 

roaming between 

different domains 

Yes IOTA 

implement
ed in 

aerOS to 

manage 
and 

increase 

trust in the 

Section 3.5 of 

D4.3 and KPI 
1.4.8, 1.4.9 

and 1.4.10. 



D5.6 – Technical evaluation, validation and assessment report (2) 

 

440 

ID Refers to Name Description Domain Category 
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e 
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ity 
Rationale 

Acceptance Cri-
teria 

Covered Explana-
tion 

Evidences 

and revoking 

access to 

untrusted devices 

continuum 

with the 
trust 

calculator 

component

. 

TR

-79 
SECURITY 

Authentication 

and authorization 

accounting 

Establishment of 

logs that record, 

based on the 
policies, who did 

what and when 

ALL 
Maintainabilit

y 
NF M 

It is a must having an 

accounting system so as to 

register every single 
authentication and 

authorization within the 

aerOS continuum. This will 
help traceback and debug 

unexpected behaviors that 

pose conflict with the 
expected cybersecurity 

policies. 

An accounting 

system (probably 

accessible via 

graphical 
frontend) that 

registers every 

authentication 
and authorization 

grant and deny, 

is realized. 

Yes This TR is 

fulfilled by 

the 
Keycloak 

UI as well 

as the 
KrakenD 

logging 

system. 

Section 4.4 of 

D3.3 and KPI 

1.4.4. 

TR

-80 
SECURITY 

User interface for 

cybersecurity 

control 

GUI to set 

cybersecurity 

policies and to 

check the access 

logs 

ALL 
Maintainabilit

y Accessibility 
NF M 

It is a must having a 
graphical user interface to 

easily adjust security and 

privacy policies; and also to 
check whether incidents take 

place 

Intuitive, user-
friendly user 

interface that 

enables policy 
configuration and 

access log review 

Yes This TR is 
achieved 

by the 

Keycloak 

UI.. 

Section 4.4 of 
D3.3 and 3.5 

of D4.3 

TR

-81 
SECURITY 

DevSecOps 
coding 

environment 

A set of plugins and 

guidelines for the 

desired 
programming IDE 

that lead to the 

production of safe 

and clean code 

ALL General NF S 

Prior to taking any 

SAST/DAST testing, the 

coding environment should 

be aware of the security, 

privacy and efficiency 

constraints. Sets of plugins 
should guide the developer 

to the optimal code 

regarding security and 

efficiency. 

Defined set of 

plugins and 
guidelines to 

adopt during 

development 

Partially This TR is 

achieved 
by the 

Keycloak 
UI. 

Section 4.4 

of D3.3 
and 3.5 of 

D4.3. The 

tools 
implement

ed in 

aerOS all 
had the 

DevPrivSe

cOps 
procedures 

in mind 

Section 3.2.8.3 

of D2.1 and 
2.1 of D5.7. 

The entire 

D2.5. 

 

Although this 
is achieved, 

DevPrivSecOp

s is not an 
automated 

process 

incorporated in 
aerOS Meta-

OS (since it 

was  not 
foreseen but 

could be done) 
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ID Refers to Name Description Domain Category 
Typ

e 
Prior-

ity 
Rationale 

Acceptance Cri-
teria 

Covered Explana-
tion 

Evidences 

TR

-82 
DEVELOPMENT Code repository 

Source Code 

Management tools 
where the different 

project 

developments will 

be uploaded 

ALL 
Maintainabilit

y 
NF M 

Source Code Management 
tools where the different 

project developments will be 

uploaded 

A code 

repository and 
Source Code 

Management 

tools are 

provided 

Yes The TR is 

covered by 
the use of 

GitLab 

repository 

Deliverable 

D2.5 (section 
4.2) and the 

GitLab 

repository of 
the project 

(https://gitlab.a

eros-

project.eu/) 

TR

-83 
DEVELOPMENT 

Continuous 

Integration and 

Continuous 

Delivery 

Deployment of a 
Continuous 

Integration / 

Continuous 
Delivery (CI/CD) 

pipeline 

ALL 
Maintainabilit

y 
NF S 

Deployment of the 

Continuous Integration / 
Continuous Delivery 

pipelines in the project 

repository 

CI/CD pipelines 

are deployed 

resulting to 
secure and 

private code 

within the 

project. 

Yes The TR is 

covered by 

the use of 
GitLab 

repository 

and its full 
support to 

incorporat

e CI/CD 

pipelines 

Deliverable 

D2.5 (sections 

4.2 and 4.2.1) 
and the GitLab 

repository of 

the project 
(https://gitlab.a

eros-

project.eu/) 

TR

-84 
DEVELOPMENT 

Static and 
dynamic code 

test 

SAST/DAST 

pipeline 
ALL 

Maintainabilit

y 
NF S 

Implementation of automatic 

code testing in the 

development and operation 

phases 

Static and 

dynamic code 
testing to identify 

vulnerabilities 

and ensure 
quality, design 

safety and 

functional code. 

Yes The TR is 

covered by 
the use of 

GitLab 

repository, 
its full 

support to 

incorporat
e CI/CD 

pipelines, 

and 
Semgrep, 

SonarQube 

and ZAP 

Deliverable 

D2.5 (sections 
4.2, 4.2.1, 

4.3.2, 4.3.3 

and 4.6) and 
the GitLab 

repository of 

the project 
(https://gitlab.a

eros-

project.eu/) 

TR

-85 
DEVELOPMENT 

Security analysis 
in Software 

Development 

Life Cycle 

Security threat 

modeling 
ALL Security NF S 

Security threat modelling to 
detect weaknesses in the 

aerOS platform and define 

mitigation actions 

Security-
preserving tools 

in application 

development and 
infrastructure to 

create security-

by-design 
solutions and a 

secure aerOS 

platform. 

Partially Although 

threat 

modelling 
has not 

been the 

direct 
purpose of 

any aerOS 

task, the 
TR is 

partially 

covered by 
the use of 

aerOS 

Deliverable 

D2.5 (sections 

3 and 4) 
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ID Refers to Name Description Domain Category 
Typ

e 
Prior-

ity 
Rationale 

Acceptance Cri-
teria 

Covered Explana-
tion 

Evidences 

DevPrivSe

cOps 
metodolog

y and the 

Cookbook 
of the 

metodolog

y 

TR

-86 
DEVELOPMENT 

Privacy analysis 
in Software 

Development 

Life Cycle 

Privacy Threat 

analysis 
ALL Privacy NF S 

Privacy threat modelling to 
detect weaknesses in the 

aerOS platform and to define 

mitigation actions. 

Privacy-

preserving tools 
in application 

development and 

infrastructure to 
create privacy-

by-design 

solutions and a 

secure platform. 

Partially Partially 

covered 

with 

SAST/DA
ST 

Analysis 

in 
DevPrivSe

cOps 

cookbook. 

Deliverable 

D2.5 (sections 

3 and 4) 

TR

-87 
ANALYTICS 

Embedded 

Analytics Tool 

(EAT) Platform 

Development of a 

lightweight 
platform for the 

deployment and 

testing of analytical 

functions. 

App 

General 

Performance 

Robustness 

F M 

A flexible platform for the 

deployment and execution of 

analytical functions will 
allow both network 

operators and customers to 

instantanciate a variety of 
features such as context 

aware decision making for 

orchestration and 
management, or insights into 

existing data 

The 

demonstration of 
one or more 

functions 

producing a 
noticeable 

change in 

network/custome

r operations 

Yes Pilot 1 

utilizes 

EAT 
functions 

for data 

gathering, 
which in 

turn 

enables AI 
application

s 

Pilot 1 as 

reported in 

D5.4 – 2.1.1 

TR

-88 
ANALYTICS EAT Interfaces 

Development of 

interfaces for the 

triggering of 
analytical functions, 

data retrieval and 

communication 

with actuators 

App Accessibility F M 

The establishment of 

interfaces between the EAT 
and other project 

components such as Data 

Fabric, High Level 
Orchestrator or AI will 

increase the accessibility of 

EAT allowing for the 
component to contribute 

analytics to a variety of 

processes if needed. These 
interfaces enable customers 

to create functions specific 

to their needs 

The 
demonstration of 

EAT functions 

utilising a variety 
of interfaces to 

solve a task. Full 

use of interfaces 
would include 

the triggering a 

function by an 
aerOS 

component, 

retreival of data 
through the data 

fabric and the 

communication 
of results to 

another aerOS 

Yes Pilot 1 
utilizes 

EAT 

functions 
for data 

gathering 

enabling 
AI 

application

s 

Self-

orchestrato

r utilizes 
EAT 

internally 

for 
message 

delivery to 

In application 
in Pilot 1 as 

reported in 

D5.4 – 2.1.1 

Internally in 

self-

orchestrator, 
reported in 

D3.3 – 4.5.1 
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ID Refers to Name Description Domain Category 
Typ

e 
Prior-

ity 
Rationale 

Acceptance Cri-
teria 

Covered Explana-
tion 

Evidences 

component. 

reporting the 
result to the 

orginal triggering 

component. 

other 

aerOS 
component

s 

TR

-89 
ANALYTICS EAT Functions 

Support for 

analytical function 

design through 

templating 

App Accessibility NF S 

As functions intend to be 

leveraged by both network 

operators and customers, 
supports must be provide to 

enable users to create their 

own functions. This will be 
addressed to detailed support 

documentation and the use 

of templating for function 

creation 

The 
demonstration of 

functions created 

by project 
partners specific 

to their use cases 

Yes Pilot 1 

scenarios 

were able 
to develop 

EAT 

functions 
using 

aerOS-

provided 

templates 

Pilot 1 as 

reported in 

D5.4 – 2.1.1 

TR

-90 
ANALYTICS 

EAT 

Visualisation 

Support for 

visualisation of in-

function metrics 

App Accessibility F S 

The visualisation of network 

metrics is an important 

feature for both network 
operators and customers. 

Analytics can involve non 

intuitive processes and 
results. However by 

visualising these results 

insights can become more 
obvious, especially to non 

technical users. 

The visualisation 

of in-function 

metrics through 
easily accessible 

dashboards 

Yes EAT 

Functions 
such as the 

explainabil

ity service 
integrate 

directly 

with 
Grafana 

dashboards

, to allow 
users to 

easily 

parse and 
digest 

them in 

visual 

form 

Deliverable 

D4.3 – Section 

3.4.1 

TR

-91 
ANALYTICS 

EAT aerOS 

Utility Function 

The design and 

implementation of 3 
analytical functions, 

these generalised 

functions will 
provide stratified 

sampling, anomaly 

detection and data 

drift 

App 

Performance 

Reliability 

Data Quality 

F S 

The visualisation of network 

metrics is an important 

feature for both network 
operators and customers. 

Analytics can involve non 

intuitive processes and 
results. However by 

visualising these results 

insights can become more 

obvious, especially to non 

technical users. 

The triggering of 

the utility 

function by 
another project 

component to 

solve a task, for 
example 

triggering a 

stratified 

sampling feature 

for Frugal AI 

Yes Over 9 

production
-ready 

functions 

available 
in the 

repository 

EAT Internal 

gitlab page 
(https://gitlab.a

eros-

project.eu/wp4
/t4.4/embedde

d-analytics-

tool/-
/tree/main/fun

ctions) as 

reported in 

D4.3 – 3.4.1 

https://gitlab.aeros-project.eu/wp4/t4.4/embedded-analytics-tool/-/tree/main/functions
https://gitlab.aeros-project.eu/wp4/t4.4/embedded-analytics-tool/-/tree/main/functions
https://gitlab.aeros-project.eu/wp4/t4.4/embedded-analytics-tool/-/tree/main/functions
https://gitlab.aeros-project.eu/wp4/t4.4/embedded-analytics-tool/-/tree/main/functions
https://gitlab.aeros-project.eu/wp4/t4.4/embedded-analytics-tool/-/tree/main/functions
https://gitlab.aeros-project.eu/wp4/t4.4/embedded-analytics-tool/-/tree/main/functions
https://gitlab.aeros-project.eu/wp4/t4.4/embedded-analytics-tool/-/tree/main/functions
https://gitlab.aeros-project.eu/wp4/t4.4/embedded-analytics-tool/-/tree/main/functions
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ID Refers to Name Description Domain Category 
Typ

e 
Prior-

ity 
Rationale 

Acceptance Cri-
teria 

Covered Explana-
tion 

Evidences 

TR

-92 
DATA 

Data product 

ownership 

Support for 

mechanisms to 

enable owners of 
data products to 

expose their data 

products in the 

continuum. 

Continuum 

Accessibility 

Standards 

Security 

Data Quality 

F M 

Based upon the definition of 

a data product in aerOS. 
Only owners of data should 

be allowed to onboard their 

data products in the data 
fabric. This will ensure high 

quality data and 

accountability. 

Secure interface 

for authorized 
data owners to 

onboard data 

products. 

Yes The TR is 

covered by 
the use of 

Data 

Security 

component 

Deliverable 

D4.3 (section 

3.2.5) 

TR

-93 
DATA 

Ontology 
development 

methodology 

Methodology for 

the development of 

ontologies that to 
enable data 

integration in the 

knowledge graph of 

the continuum. 

Continuum 

App 

Data quality 
Accessibility 

Standards 
NF M 

Following a common, 

standard methodology will 
help aerOS users to develop 

ontologies for their use 

cases. 

Procedure 

defined and tools 
for their 

implementation 

identified. 

Yes The TR is 

covered by 

the use of 

Linked 
Open 

Terms 

(LOT) 
methodolo

gy 

Deliverable 

D4.3 (section 

3.1.3.1) 

TR

-94 
DATA 

Data pipeline 

orchestration 

Orchestration of 

data pipelines to 

enable the 
integration of data 

sources in the 

knowledge graph. 

Continuum 

App 
Accessibility F M 

Abstract aerOS data owners 

from the underlying 
complexities of data 

engineering. 

The 
demonstration of 

the creation of a 

data pipeline 
based on the 

requirements 

specified by the 

data owner. 

Yes The TR is 
covered by 

the use of 

the Data 
Product 

Manager 

component 

Deliverable 
D4.3 (section 

3.2.3) 

TR

-95 
NETWORK 

Secure 

networking 

connectivity 

Ensure cross 
domain private and 

secure 

communication 

Continuum 

App 

Security 

Accessibility 
F M 

aerOS domains expose 

services for resources' 
orchestration and sharing 

domain status data, and also 

host application workloads. 

Communication both among 

aerOS services and among 

workloads should be private 

and secured. 

TLS for exposed 

domains 
endpoints and 

VPN for cross 

domain 

clustering 

Yes The TR is 

covered by 
the TLS 

encryption 

for the 
exposed 

communic

ations and 
WireGuard 

tool for the 

VPN 
connection

s 

Deliverables 

D2.7 (section 

5.1.1) 

Deliverable 

D3.3 (section 

4.1) 

Deliverable 

D5.6 (KPI 
1.1.6, 1.3.1, 

1.3.4, 2.1.6, 

2.1.8 and 

2.1.9) 

TR

-96 
NETWORK 

3GPP NEF 

integration 

aerOS should 

expose data from 

3GPP APIs 
regarding access 

networks 

Edge 
Network 

Applicatio

n IoT 

Automation 

Development 

Availability 

F C 

aerOS integrates IoT 

resources for which the 

access network can provide 
data which could enable the 

development of applications 

aerOS service 
providing NEF 

APIs as defined 

by 3GPP 

Yes The TR is 

covered by  

the 5G 
native 

APIs 

(3GPP 
NEF and 

CAPIF) 

Deliverable 

D3.3 (section 

4.1.1.2) 

Deliverable 

D5.6 (KPI 

1.1.3) 
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ID Refers to Name Description Domain Category 
Typ

e 
Prior-

ity 
Rationale 

Acceptance Cri-
teria 

Covered Explana-
tion 

Evidences 

TR

-97 
AI 

Explainability 

support on-

demand 

Explainability is an 

additional 
computational 

overload and it 

should be 
configurable when 

to enable it for 

internal aerOS use 

cases. 

App 

Continuum 
General F M 

Explainability/interpretabilit

y adds computational 
overhead to AI which may 

be omitted in scenarios 

where explainability is not 

required. 

There is a 

possibility to 
enable or disable 

explainability for 

internal aerOS 

use cases. 

Yes The 

explainabil
ity service 

for the 

HLO is 
configurab

le via EAT 

and can be 

disabled 

Deliverable 

4.3 – 3.3.3 

TR

-98 
AI 

Explainability 

results should be 

available for the 
aerOS 

administrator 

Explainability is an 

information 

directed at the 
aerOS administrator 

and should be 

presented to him 
using appropriate 

interface. 

App General F M 

Explainability should enable 
the administrator to 

understand aerOS decisions 

and monitor the operations. 

There is an 
interface 

available which 

can be used to 
view 

explainability 

results. 

Yes The HLO 

explainabil

ity service 
can be 

directly 

reported to 
Grafana 

dashboards 

Deliverable 

4.3 – 3.3.3 

TR

-99 
AI 

Model reduction 

support 

Frugality 

mechanisms 

proposed in aerOS 
research should 

include methods to 

reduce the AI 
model, e.g. by 

pruning. 

App General F M 

Model reduction is one of 

the most popular technique 
to minimize AI models, 

therefore it should be 

research among aerOS 

approaches. 

Results of 
evaluation of 

model reduction 

applicability to at 
least one aerOS 

scenario should 

be available. 

Yes Applicatio
n scenarios 

for at least 

3 different 
kinds of 

models 

with 2 
different 

reduction 

techniques 

Deliverable 

4.3 – 3.3.2.1 

TR

-

100 

DEVELOPMENT 

aerOS 

DevPrivSecOps 

guidelines 

aerOS secure and 

privacy by design 

development guide 

ALL 
Security 

Privacy 
NF M 

Security and privacy 

implementation guidelines 

for aerOS developers. This 

will allow the project 

developers to generate 
privacy and security by 

design code. 

1 document for 

the 

implementation 

of the 

methodology 

Yes The TR is 

covered by 

the use of 
aerOS 

DevPrivSe

cOps 
methodolo

gy and the 

Cookbook 
of the 

metodolog

y 

Deliverable 

D2.5 (sections 

3 and 4) and 
the project 

documentation 

(https://docs.ae
ros-

project.eu/en/l

atest/methodol
ogy/index.html

) 

TR

-

101 

SERVICES 

Service 

availability and 

reliability 

Availability and 

reliability metrics 
of domains for 

aerOS services 

Continuum 

Network 

Availability 

Reliability 

Performance 

NF S 

Service providers have 
specific availability and 

reliability requirements to 

provide the best service 
experience. To help with the 

selection of domains, the 

aerOS continuum should 
provide the metrics on the 

Each service 

provider has 
access to the 

availability and 

reliability metrics 
of the provided 

service. 

Partially Service 
metrics are 

limited to 

active, 
stopped, 

including 

the IE 
where it is 

Deliverable 
D3.3 – Section 

3 

(Orchestration

) 
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D2. User and system requirements (pilot-related) 

In the next pages there is the analysis of the user and system requirements defined by the pilot teams at the first stage of the project. Those written in blue 

correspond to the new ones identified in the period M9-M18 of the project (February-2024), whereas the black-coloured font respond to those existing since 

the first identification exercise (May-2023). In the last two columns it can be appreciated how those have been covered and where the evidences of 

achievement can be found. 

D.2.1 Pilot 1 - Data-Driven cognitive production lines 

Table 124: Functional (F) and non-functional (NF) requirements of Pilot 1. 

ID NAME CATEGORY TYPE PRIORITY DESCRIPTION ACCEPTANCE CRITERIA 

Cov 

Degree 

Evidences 

R-P1-1 
Real time data management 

and response 
F System S 

aerOS should be able to efficiently acquire and process data 

from a variety of devices (sensors…), in order to offer a fast 
response to actuators and rapidly act to avoid possible 

deviations. 

aerOS must offer a real-time 

response when a parameter 

deviation is detected 

Yes, 

different 
devices from 

your pilots 

D3.3 – orch,  

D5.4 – Activity 
+ youtube 

video.. 

R-P1-2 
Computing resources (cloud 

& edge) 
NF System M 

aerOS should be able to host all the computational workload 

required in an industrial environment 

aerOS must guarantee that all 
decisions are taken applied before 

it is too late on the production line, 

Yes Portals 
included 

inD5.4 

ID Refers to Name Description Domain Category 
Typ

e 
Prior-

ity 
Rationale 

Acceptance Cri-
teria 

Covered Explana-
tion 

Evidences 

availability and reliability 

for a service. 

running 

and the 
original 

description 

(TOSCA) 

TR

-

102 

SERVICES 

Communication 

of distributed 
services in real-

time 

The aerOS 

continuum should 

provide real-time 
communication 

capabilities to 

services with 
underlying network 

technologies, such 

as TSN or 5G. 

Continuum 

Network 
Performance F S 

A service provider that 

provides multiple services 

may need real-time 

communication between 

services. This includes 
guaranteed latency, low 

jitter, etc. The aerOS 

continuum should support 
low latency communication 

between distributed services. 

Services can use 

underlying real-
time capable 

networking 

hardware to 
achieve real-time 

communication. 

No There has 
not been 

the need 

(and was 

not the 

focus) to 

measure 
and 

guarantee 

certain 
jitter and 

latency 

thresholds 

met. 

- 

https://www.youtube.com/watch?v=_FQR2eO5joY
https://www.youtube.com/watch?v=_FQR2eO5joY
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ID NAME CATEGORY TYPE PRIORITY DESCRIPTION ACCEPTANCE CRITERIA 

Cov 

Degree 

Evidences 

R-P1-3 
Low latency 

communication between 

edge devices and with cloud 

NF System M 

aerOS should be able to guarantee a federated organization 
of devices while ensuring low latency communications 

among them. All on-field IoT devices must be able to 

intercommunicate rapidly, and they also must be able to 
communicate rapidly with the cloud or any other agent 

taking the intelligent decisions. 

even faster than what the current 
scenario is able to deliver 

Yes, P1.1 KPI of P1.1 
where the time 

of accessing 

CO2 data is 
measured 

R-P1-4 

Secure communications 

between edge devices and 

with the cloud 

NF System M 

aerOS should be able to guarantee secured communications, 

following the main cybersecurity standards in all 

communications between any given devices 

At any given point in the 
communication of two devices, 

the information must be 

indecipherable and must remain 
integral (not modified by a third 

party). 

Yes D3.2, D3.3, 
demo about 

cybersecurity 

tools 

R-P1-5 

Compatibility among 

heterogeneous devices and 
industrial machinery 

NF System M 

Production lines are made up of a variety of machinery 
which makes for a great heterogeneity of devices. This 

heterogeneity takes place within a given production line and 

accross different production lines in different factories. To 
really foster aerOS continuum, all those devices must be 

able to intercommunicate and understand each other in spite 

of its heterogeneity. 

aerOS continuum and Industrial 

OT protocol interoperability 

Yes P1.2 OPC UA, 
P1.4 ROS1 + 

HTTP –  in 

deliverable 
D5.4 

R-P1-6 

Interoperability of the 
technology, which enables a 

various kind of data, IoT-

Devices and interfaces. 

NF System M 

As a supplement to R-P1-5, aerOS should be built 

interoperability so that a wide variety of protocols, formats 
and interfaces are possible 

Common Formats for Data 

exchange industries are covered 
(OPCUA, REST-API etc.) 

  P1.1 Gaia-X 

connector, P1.4 

+ production 

data floorplan – 
D5.4 , NGSI-

LD in the 

whole pilot 

R-P1-7 
Support for various types of 

devices, even at different 

levels 

NF System M 

In production lines various types of devices such as machine 

tools, AGV’s, 3D-printers, sensors, actuators, complete 
Systems etc. are present. A continuum which is able to 

connect these on common platform enables completely new 

possibilities 

It must be possible to connect 

various types of devices on 
different levels. For example, 

AGV’s, 3D-printers and an ERP-

system. 

Yes AGV (P1.3, 

P1.4), Moving 

vehicle (demo 
MVPv1, v2), 

Order Manager 

for the line 
(almost ERP) 

R-P1-8 
Real time dashboarding of 
processed and/or collected 

data 

F System M 
It is able to display processed and/or collected data in some 

kind of dashboarding tool. 

Provision of Simple charts with 

the time on the X-Axis and the 
according value one Y-Axis. In 

addition simple bar chart for 

comparisons would be great. 

Yes P1.1 – D5.4  - 
P1-BP1-IA14 

activity 

R-P1-9 
Integration with Existing 

Systems  
NF User M 

aerOS must be integrated seamlessly with existing systems, 
such as Enterprise Resource Planning (ERP) and 

Manufacturing Execution Systems (MES), to streamline 

production workflows and data exchange. 

aerOS integration should not 

cause disruptions or conflicts in 
the production line. 

Yes Video of 
SIEMENS pilot 

, Video of P1.4 

https://www.youtube.com/watch?v=8XgXMFlPY48
https://www.youtube.com/watch?v=8XgXMFlPY48
https://www.youtube.com/watch?v=8XgXMFlPY48
https://www.youtube.com/watch?v=nVH21MHZ6T0&pp=0gcJCQMKAYcqIYzv
https://www.youtube.com/watch?v=akj1rA5kVLM
https://www.youtube.com/watch?v=faApgjP2mFg
https://www.youtube.com/watch?v=UV4mnN4CrwI&t=1s&pp=0gcJCQMKAYcqIYzv
https://www.youtube.com/watch?v=akj1rA5kVLM
https://www.youtube.com/watch?v=akj1rA5kVLM
https://www.youtube.com/watch?v=faApgjP2mFg
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ID NAME CATEGORY TYPE PRIORITY DESCRIPTION ACCEPTANCE CRITERIA 

Cov 

Degree 

Evidences 

R-P1-10 Ease of re-configuration NF 

System 

S 
aerOS should be easy to re-configure in the case it is needed 

to apply changes to the production plant 

The end user should be able to 

make minor changes to his system 
and trained to re-configuration 

Yes D3.2, D3.3, 
D5.5 validation 

– Management 

Portal – 
continuum 

 

P1.2 – M3 – 
services 

deployed – can 
switch and 

reconfigure 

machines from 
a file – D5.4 

 

P1.3 – 
SIEMENS low-

code 

R-P1-11 Virtual Test simulation F 

System 

S 
The end user should be able to test the functionality of the 

aerOS system before going online 

The end user can test the platform 
before integrating in the real 

production plant 

 D5.5 

integration 
sections, 

installation 

manual 

R-P1-12 AI/ML models choice F 

System M 
The system should allow to select the best AI/ML model that 
better produces predictions 

The system allows to select among 

some AI/ML model that better 

produces predictions 

Deployment 

AI/ML 

modeº 

Random Forest 

in P1.4 

R-P1-13 AI/ML model setup F System M 
AI/ML capabilities should have an intuitive HMI to help 

user to easily configure the system 

AI/ML capabilities have an 
intuitive HMI to help user to 

easily configure the system (e.g. 

providing interesting dataset for 
the purpose, provide interested 

output of prediction based on data 

model) 

Partially 

HMI of M3 
connected to 

aerOS – D5.4, 

and D5.3 

R-P1-14 

Efficient Task 

Rescheduling and 
Allocation 

NF 

System M aerOS should be capable of real-time monitoring of produc-

tion line status and AGV/robotic arm availability. Based on 

this data, it should efficiently reschedule and allocate tasks 
to available AGVs and robotic arms, ensuring optimal use 

of resources. The system should be able to dynamically ad-

just task assignments in response to real-time changes in the 

production environment. 

 

aerOS must demonstrate the 

ability to adjust task schedules and 

allocations within a minimal 
response time, showing a marked 

improvement in resource 

utilization and operational 
efficiency compared to the current 

scenario. 

Yes MVP1 demo, 

MVP2 

reorchestration 

https://www.youtube.com/watch?v=NEn047ELY2w
https://www.youtube.com/watch?v=NEn047ELY2w
https://www.youtube.com/watch?v=NEn047ELY2w
https://www.youtube.com/watch?v=NEn047ELY2w
https://www.youtube.com/watch?v=NEn047ELY2w
https://www.youtube.com/watch?v=NEn047ELY2w
https://www.youtube.com/watch?v=NEn047ELY2w
https://i.ytimg.com/an_webp/l7-UCES6fSI/mqdefault_6s.webp?du=3000&sqp=CPjojsgG&rs=AOn4CLB4cQKcfURmDx5ugDeZEoz0otCz4w
https://i.ytimg.com/an_webp/l7-UCES6fSI/mqdefault_6s.webp?du=3000&sqp=CPjojsgG&rs=AOn4CLB4cQKcfURmDx5ugDeZEoz0otCz4w
https://i.ytimg.com/an_webp/l7-UCES6fSI/mqdefault_6s.webp?du=3000&sqp=CPjojsgG&rs=AOn4CLB4cQKcfURmDx5ugDeZEoz0otCz4w
https://www.youtube.com/watch?v=NEn047ELY2w
https://www.youtube.com/watch?v=NEn047ELY2w
https://www.youtube.com/watch?v=0mCbQIwcTpo
https://www.youtube.com/watch?v=0mCbQIwcTpo
https://www.youtube.com/watch?v=0mCbQIwcTpo
https://www.youtube.com/watch?v=0mCbQIwcTpo
https://www.youtube.com/watch?v=0mCbQIwcTpo


D5.6 – Technical evaluation, validation and assessment report (2) 

 

449 

ID NAME CATEGORY TYPE PRIORITY DESCRIPTION ACCEPTANCE CRITERIA 

Cov 

Degree 

Evidences 

R-P1-15 

Advanced Object Recogni-

tion and Handling 

 

F 

System M AI vision software should enable the robotic arm module to 
recognize a wide range of objects. This involves accurately 

identifying object characteristics (size, shape, weight) and 

determining the appropriate handling strategy. The system 
should ensure precise and safe manipulation of objects, 

whether for assembly, sorting, or storage purposes. 

The AI vision software and 
robotic arm must accurately 

identify and handle at least 95% of 

objects presented, with minimal 
errors in object recognition and 

handling. 

 
The system should also 

demonstrate a significant 
reduction in manual intervention 

for object handling tasks. 

No  
 

R-P1-16 

Implementation of Time-
Sensitive Networking 

(TSN) for Synchronized 

Operations 
 

F 

System M TSN to enable deterministic communication, ensuring that 

data packets are delivered with low latency and minimal 
jitter. This implementation is crucial for the synchronized 

operation of AGVs, robotic arms, sensors, and other 

connected devices. TSN will ensure that time-critical tasks 
are executed in a precisely coordinated manner, essential for 

maintaining the integrity and efficiency of the production 

process. 

The system must demonstrate that 

it can maintain synchronized 
operations across various devices 

with a timing accuracy better than 

1 millisecond. The rate of 
communication delays or 

synchronization errors should be 

negligible, ensuring seamless and 
uninterrupted production 

workflows. 

Yes Deliverable 

D5.4 – Section 
2.1.3.2.1 

R-P1-17 

Support for “on-demand” 

real-time critical service op-
eration and configuration 

F 

System S Production modular and flexible zero defect manufacturing 
functions require the configuration and operation of  

manufacturing assets (scanning sensors, IoT sensors, drives, 

controls) as well as timely implementation of command 
control protocols that could be triggered “on-demand” 

Metrology equipment critical 
services and computing resources 

activated on a flexible manner 

Yes D5.4 – AC 
setup 

configuration 

 
KPI-2.1.2 – 

digital service 

programming 
 

P1.2 video 

 

 

D.2.2 Pilot 2 - Containerised edge computing near renewable energy sources 

Table 125: Functional (F) and non-functional (NF) requirements of Pilot 2. 

ID NAME CATEGORY TYPE PRIORITY DESCRIPTION ACCEPTANCE CRITERIA 

Cov degree Evidences 

R-P2-1 
Scheduling with real-

time adjustments support 
F System M 

aerOS should react to changing context 
and conditions and adopt application 

and job execution accordingly 

Adjust execution parameters 
for the scheduled task. Check 

the result. 

Partially 
User can delete their own tasks 

Deliverable D5.5 and Pilot 2 video in Youtube 

https://www.youtube.com/watch?v=nVH21MHZ6T0&pp=0gcJCQMKAYcqIYzv
https://www.youtube.com/watch?v=H6jdSwsyL1U
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ID NAME CATEGORY TYPE PRIORITY DESCRIPTION ACCEPTANCE CRITERIA 

Cov degree Evidences 

R-P2-2 
Shifting computing tasks 

across time 
F System M 

aerOS should react to changing 

circumstances and use predictions of 
heavy the workload will be and what 

type of energy will be available to create 

task queues and adapt the execution 
environments for specific tasks 

Demonstrate scheduled task 
reschedule after adding new 

task with higher priority or 

specific demand. 

Partially 

There is no prioritising system but the shifting is 

performed via the re-orchestration in nodepool 
auto-scaling scenarios 

Deliverable D5.4 and Pilot 2 video in Youtube 

R-P2-3 
Support for execution of 

user applications/jobs 
NF System M 

aerOS should support execution of 

applications delivered by end user using 

the provided infrastructure 

User uploads custom docker 

image and uses it to schedule 

task. 

Yes 

Support custom user’s repo, as it can be seen in 

Integration activities of D5.4 and Section 4 

of this document (D5.6). 

R-P2-4 

Application/job 

conditions definable by 

the user 

F System S 

User should be able to define how fast 

they need the results, where 

(topologically and geographically) 
processing should be performed and 

what should be the renewable energy 

usage rate for their processing. 

Schedule the task with desired 

execution parameters. Check 

parameters after schedule. Partially 

User can define efficiency, green energy 

consumption, which resources (node, 

nodepool) – MVPv2 flow #5 

R-P2-5 
Support for movable 
workload in batches 

F System M 

Important characteristic of a task in this 
service is its limited execution time. In 

order to efficiently populate the system 

we need to have workload that is 
movable and in batches. It comes with 

an additional advantage and 

requirement: efficient usage of available 
cloud resources. 

Demonstrate launching the 
Task split in batches 

Yes 

1 batch = 1 product to calculate In Scenario1, as it 
can be observed in the Gitlab repository of 

pilot 2: https://gitlab.aeros-

project.eu/wp3/t3.3/llo-k8s-operator-sdk/-

/commits/pilot2/nodepool-ie  

 

R-P2-6 
Meta-operating system 

deployment Portability F System M 

AerOS should be able to integrate and 

orchestrate multiple near containerized 
edge data centres across different 

networks. 

Demonstrate IE integration 

within aerOS IE Yes 

2 domains inside CF network ,1 central domain in 

CF infrastructure, 1 Electrum domain over 

internet – Deliverable D5.4 

R-P2-7 IAM F System M 
aerOS should be able to define users and 
assign different roles. 

IAM and role management 
based on existing industry-

accepted standard 

Yes 
Pilot2 uses role continuum_administrator and 

other roles  - D4.2 and D4.3 

R-P2-8 Traceability F System M 

aerOS should log actions during the 

scheduling and the execution of each 

task. 

aerOS endpoint can provide 

information on request Yes 
All operations are logged, as observed in 

deliverables D4.2 and D4.3 

R-P2-9 Tenant separation NF System C 

Multiple tenants should be able to 

deploy non-supervised applications in 
the same physical location without risk 

to their activities or to the system 

aerOS can create secure, 

separate environments on a 
single node 

Partially 

No support for name’s separation but containers 

provide some separation out-of-the-box - 
https://gitlab.aeros-

project.eu/wp3/t3.3/autoscaler-monitor  

R-P2-10 
Security rules and 

policies 
F System M 

aerOS should support security rules and 

policies required  

Create a security policy and 

aerOS and a security rule. 
Yes 

Yes, deliverables D3.2 and D3.3 and the roles and 

continuum evidences in deliverable D5.4. 

R-P2-11 Interoperability NF System M 

aerOS should be able to seamless run the 

Task on different underlying hardware. 

Run the same Task on two 

different hardware 

environments. 

Yes 

Different hardware and different architecture 

(proessors) – KPIs of T3.5, self-^toolusite in 

this document 

 

 

https://www.youtube.com/watch?v=H6jdSwsyL1U
https://www.youtube.com/watch?v=HZeAmScHg88
https://gitlab.aeros-project.eu/wp3/t3.3/llo-k8s-operator-sdk/-/commits/pilot2/nodepool-ie
https://gitlab.aeros-project.eu/wp3/t3.3/llo-k8s-operator-sdk/-/commits/pilot2/nodepool-ie
https://gitlab.aeros-project.eu/wp3/t3.3/llo-k8s-operator-sdk/-/commits/pilot2/nodepool-ie
https://gitlab.aeros-project.eu/wp3/t3.3/autoscaler-monitor
https://gitlab.aeros-project.eu/wp3/t3.3/autoscaler-monitor
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D.2.3 Pilot 3 - High Performance Computing Platform for Connected and Cooperative Mobile Machinery to 

improve CO2 footprint 

Table 126: Functional (F) and non-functional (NF) requirements of Pilot 3. 

ID NAME CATEGORY TYPE PRIORITY DESCRIPTION ACCEPTANCE CRITERIA 

Cov degree Evidences 

R-P3-1 
(semi) Real-time data 

analysis 
F System S 

Analysing a given data in a timely manner and give 

a response back with the required/suggested action. 

An analysis of this requirement 

will be addressed in the KPI 
evaluation task when implemented 

algorithms are tested on the 

suggested platform. 

Yes KPI D5.6 – frames/s in 

image processing  

R-P3-2 
Low latency communication 

between system components 
F System S 

The main point of interest here is the integration of 
TTControl's HW (non-John Deere device) with all 

the other John Deere devices. 

Defining a tolerable overall system 

latency 

Integration 
totally 

covered 

Not monitoring latency 

R-P3-3 

Compatibility between 
different types of devices in 

the built system 

NF System M 
The main point of interest here is the integration of 
TTControl's HW (non-John Deere device) with all 

the other John Deere devices. 

Achieving a system with 
components that can fully 

communicate with one another 

Yes D5.6 , validation 
activities 

R-P3-4 

Compatibility between the 

built system and the overall 
architecture of aerOS 

NF System S 

The main point of interest here is the integration of 

TTControl's HW (non-John Deere device) with all 
the other John Deere devices. 

aerOS must demonstrate the ability 

to perform distributed 
computations dealing with large 

data in real-time. This will be 
analysed in the KPI evaluation 

task. 

Yes D5.4 

development/integration 
of aerOS 

R-P3-5 
Local processing of data 

flow 
F System S 

The main point of interest here is the integration of 

TTControl's HW (non-John Deere device) with all 

the other John Deere devices 

Able to process the provided data 

in time and result in actions to take 

accordingly 

Yes D5.6 validation 

activities + one KPI 
 

Pilot 3 video 

 

D.2.4 Pilot 4 - Smart edge services for the Port Continuum 

Table 127: Functional (F) and non-functional (NF) requirements of Pilot 4. 

ID NAME CATEGORY TYPE PRIORITY DESCRIPTION ACCEPTANCE CRITERIA 

Cov degree Evidences 

R-P4-1 

Develops aerOS IE that 

integrates data telemetry 
from cranes into aerOS Data 

continuum 

F User M 

In order to benefit from aerOS AI capabilities, it is 

necessary to feed aerOS with data from the cranes in 
being monitored in the port 

Telemetry from cranes is stored in 
aerOS data stores 

Yes 

Orion and for 

telemetry om 
deliverable 

D5.4. 

R-P4-2 
Integration of TOS with 

aerOS 
F User M 

In order to exploit the data generated by the TOS, 

aerOS should implement the mechanisms to retrieve 
and storage these data 

Alerts generated for configured 

cranes is available in aerOS data 
storage 

No 

No permission 

and not relevant 

(Section 2.4 in 

D5.4) 

https://www.youtube.com/watch?v=MzsyYhnWSOc
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ID NAME CATEGORY TYPE PRIORITY DESCRIPTION ACCEPTANCE CRITERIA 

Cov degree Evidences 

R-P4-3 
Integration of CMMS into 

aerOS 
F User M 

In order to enrich the predictive maintenance 

scenario, it is necessary that aerOS provides 
connectivity with the maintenance system used by 

the terminal to import relevant information for the 

AI models. 

Maintenance jobs and logs are 

available in aerOS data storage 
Yes 

Orion and for 

telemetry om 
deliverable 

D5.4. 

R-P4-4 
Integration of IPTV camera 
streams in aerOS 

F User H 

In order to scan containers from their 6 sides, it is 
necessary that aerOS integrates feeds from at least 3 

video cameras placed at strategic places in the 

terminal. These cameras should use the IPTV 
protocol for a better compliance. 

Video streams integrated in aerOS Yes 

Setup activities 
in D5.2. Other 

verification 

activity in D5.6 

R-P4-5 
Monitor Trolley Wire Rope 

Enlargement 
F User M 

In order to predict when the wires in a crane must be 

replaced due to wear out, it is necessary to develop 
an AI model that, using telemetry from the crane, 

can provide an alert on when the wire's elongation 

can lead to a failure. 

Model trained and in execution for 

IEs in STS cranes 
Partially 

D5.6 Section 2 

validation 
activities. 

R-P4-6 Motor Filter Condition F User M 

In order to predict when bearings in the engine need 
replacement, aerOS will develop an AI model that, 

using engine telemetry, can generate an alert before 

the engine fails 

Model trained and in execution for 

IEs in STS cranes 
No 

No. It was 
discarded due to 

evolution of the 

pilot – See 
more 

justification in 

Section 7 of the 
main document 

body 

R-P4-7 Motor Bearings Condition F User M 

In order to avoid engine load degradation, aerOS 

should provide an AI model that detects and predicts 

motor degradation by comparing the shared load 
between master and follower engines in the cranes 

Model trained and in execution for 

IEs in STS cranes 
No 

R-P4-8 
Motor load sharing from 
Hoist 

F User L 

In order to predict wear out cables in straddle 

carriers, aerOS should provide an AI model that uses 
telemetry and detects disparity between the deviation 

of the 2 cylinders 

Model trained and in execution for 
IEs in STS cranes 

No 

R-P4-9 
Tensioning Aux Cylinder 
Pressure Monitoring 

F User L 

In order to predict the efficiency of  the generator 

engine, aerOS will provide an AI model that uses 
telemetry to detect low efficiency and predict the 

required maintenance 

Model trained and in execution for 
IEs in straddle carriers 

No 

R-P4-10 Generator engine efficiency F User M 

In order to predict when bearings in the engine need 
replacement, aerOS will develop an AI model that, 

using engine telemetry, can generate an alert before 

the engine fails 

Model trained and in execution for 

IEs in STS cranes 
No 

R-P4-11 Genset vibrations F User L 

In order to discriminate the source of vibrations in 
the genset, aerOS will provide an AI model that uses 

telemetry from the straddle carrier and can 

discriminate whether the vibrations come from the 
genset or from the engine injectors due to wear out. 

Model trained and in execution for 
IEs in straddle carriers 

Partially 

Compensated 
with 

overtemperature 

of engine 
inverters 

 

D5.4, Sensors 
paper  R-P4-12 Inclination issues F User M 

In order to prevent risky situations due to inclination 

of the straddle carrier, aerOS will provide an AI 
model that uses telemetry and detects dangerous 

situations, discriminating the source of the abnormal 

inclination 

Model trained and in execution for 

IEs in straddle carriers 
Partially 

https://www.mdpi.com/1424-8220/25/13/3923
https://www.mdpi.com/1424-8220/25/13/3923
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ID NAME CATEGORY TYPE PRIORITY DESCRIPTION ACCEPTANCE CRITERIA 

Cov degree Evidences 

R-P4-13 Hydraulic system F User L 

In order to prevent failures in the hydraulic system, 

aerOS will provide an AI model that monitors 
telemetry from straddle carriers and detects episodes 

of pressure instability that can lead to a malfunction 

Model trained and in execution for 
IEs in straddle carriers 

Yes 

D5.4 

development 
activities 

(Section 2.4) 

Sensors Special 
Issue, it is 

published 

R-P4-14 
Container plate 

identification 
F User M 

aerOS will provide frugal AI services based on 
computer vision that will identify the container plate 

number when the crane is handling the container in 

the cargo area 

Plate numbers MUST be identified 
using computer vision 

independently of their location in 

the container 

Yes 

AI model 

published in 
paper.  

 

MQTT broker 
(not Orion). 

R-P4-15 
Detection of damaged 

containers 
F User M 

In order to detect possible damaged containers while 
they are operated, aerOS should be able to detect 

different structural damages on the container's 

surfaces. 

Algorithm trained and in execution Yes 

D5.4. 

Video of Pilot 4 
in Youtube 

 

Paper (2): 
FedcSiS 

R-P4-16 
Detections of holes in 

containers 
F User M 

In order to ensure safety of workers and machinery, 

containers with severe damages and holes may be 
detected using video streams 

Algorithm trained and in execution Yes 

Section 2.4 of 

deliverable 

D5.4 
Paper (2): 

FedcSiS 

R-P4-17 
Detection of wrongly sealed 

containers 
F User M 

In order to have traceability of sealed containers, 
aerOS will develop a CV module that can detect 

when a container carries a seal or not 

Algorithm trained and in execution Yes 
Section 2.4 of 

deliverable 

D5.4. 

R-P4-18 
Frames per second 
processed by CV 

algorithms 

NF User M 
In order to reduce bandwidth and storage size, CV 
algorithms should be capable of performing 

inference training as fast as possible 

10 frames per second Partially 

2 frames per 
second + 2 

cameras 

 
Section 4 of this 

document 

incudes 
performance 

limitation from 

HW that is 
being used plus 

the fact of 

EGCTL local 
networking 

issues 

R-P4-19 

Maximize evaluation 

metrics for AI models for 

PdM 

NF User M 

In order to provide trustable data for final users, 

models will be evaluated with their corresponding 

metrics in order to assure trustable predictions 

A quantitative analysis in terms 

of R2 and other evaluation 
metrics will be addressed in KPI 

evaluation task 

Yes 

Section 2.4 of 

delvierable 
D5.4 + papers 

(Sensors) 

https://www.mdpi.com/1424-8220/25/13/3923
https://www.mdpi.com/1424-8220/25/13/3923
https://www.mdpi.com/1424-8220/25/13/3923
https://www.mdpi.com/1424-8220/25/13/3923
https://www.mdpi.com/1424-8220/25/13/3923
https://www.youtube.com/watch?v=FEICM1bSJeg
https://www.youtube.com/watch?v=FEICM1bSJeg
https://archive.fedcsis.org/proceedings
https://archive.fedcsis.org/proceedings
https://archive.fedcsis.org/proceedings
https://archive.fedcsis.org/proceedings
file:///C:/Users/katerina/Desktop/Sensors%20paper
file:///C:/Users/katerina/Desktop/Sensors%20paper
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ID NAME CATEGORY TYPE PRIORITY DESCRIPTION ACCEPTANCE CRITERIA 

Cov degree Evidences 

R-P4-20 

Maximize evaluation 

metrics for AI models for 

CV 

NF User M 

In order to provide trustable data for final users, 

models will be evaluated with their corresponding 

metrics in order to assure trustable predictions 

A quantitative analysis in terms 

of accuracy and other evaluation 
metrics will be addressed in KPI 

evaluation task 

Yes 

Deliverable 

D5.4 + Sensors 
paper 

 

 

 

 

D.2.5 Pilot 5 - Energy Efficient, Health Safe & Sustainable Smart Buildings 

Table 128: Functional (F) and non-functional (NF) requirements of Pilot 5 

ID NAME CATEGORY TYPE PRIORITY DESCRIPTION ACCEPTANCE CRITERIA 

Cov degree Evidences 

R-P5-1 Cloud storage capacity NF System 

M 

Exhibit that the pipeline is working through the 

generation of the appropriate ML models. 

Exhibit that the pipeline is 
working through the generation 

of the appropriate ML models. 

No FL not 

prioritised 

due to other 
goals. 

Demonstrated 

in aerOS 
elsewhere. 

R-P5-2 
Support any IoT sensor type 
and protocol 

NF System 

M 
The pilot5 platform shall support or be able to 

support any  sensor, any sensor platform  and any 

access technology (WiFi, 2G/3G/4G, NB-IoT, 
LoRaWAN, sigfox, etc.), so as the sensors can be 

deployed in any environment (indoors, outdoors, 

fixed, mobile, wearable). 

Demonstrate a multi-sensor IoT 

network deployments, including 
various sensors and access 

technologies.   

Yes Success - 

Demontsrated 
by using  in 

pilot – D5.4 

Section 2.5 
and pilot 

video  

R-P5-3 
Automatic service recovery 

upon system or network loss 
NF System 

M 

The pilot5 platform should survive network loss, 
or system outage and all devices must be 

automatically restored in the event of failure. 

Demonstrate that the sensors and 

smart building applications 
automatically reconnect and 

resume operation upon a 

network or system  failure 

Yes Success -
Demonstrated 

through  KPI 

5.2 Edge 
Performance 

Gains 

R-P5-4 

IoT Data Collection and 

processing fully automated, 
reliably transferred  in a  

configurable manner 

NF User 

M The pilot5 data collection should be automated 

with no human intervention and the user shall be 
capable of defining the interval between 

consecutive measurements. Moreover, data must 

be stored locally in case of communication 
disruption and be loaded in bulk mode to the 

backend/cloud. 

Demonstrate the automated 

uploading and storage of 
measurements at the aerOS 

cloud infrastructure 

Yes Automations 

in Home 
Assistant – 

Integration 

activities in 
Section 2.5 of 

Del. D5.4 

https://www.mdpi.com/1424-8220/25/13/3923
https://www.mdpi.com/1424-8220/25/13/3923
https://www.youtube.com/watch?v=7n-MBqKTYgA
https://www.youtube.com/watch?v=7n-MBqKTYgA
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ID NAME CATEGORY TYPE PRIORITY DESCRIPTION ACCEPTANCE CRITERIA 

Cov degree Evidences 

R-P5-5 
IoT system automatic 

configuration management 
NF User 

M 

Updates, bug fixes, enhancements associated with 
sensors’ capabilities shall be done without the 

user’s intervention. The user should be notified 

about the “context” of those changes. 

Demonstrate Over-The-Air 

(OTA) updates. 

Partially Updates are 

done from 
kubernetes 

But not for 

sensors. User 
is not notified 

R-P5-6 
User-friendly monitoring of 
system health and remote 

management 

F User 

M 
Event Handling/Alarm process, Visualisation 
dashboards customised per user needs are 

necessary. 

Generate various monitoring 
dashboards and control buttons 

based on the pilot5 user profiles. 

Yes Can be seen 

in Grafana – 

D5.4 
integration 

R-P5-7 
Scalability to Support Mass 

Deployments 
NF System 

S The pilot5 platform shall be capable of integrating 

mass sensor deployments (in a step-wise 
approach) without compromising its performance 

(e.g. delays in measurements storage or delays in 

data retrieval). 

Demonstrate that adding a new 
smart building is efficient with 

no unnecessary steps. 

Yes Demonstrated 

through KPI 
5.5 Service 

Creation 

/scalability 

R-P5-8 
Data Analytics & Decision 

Making at the Edge 
F User 

M By considering the metrics received by a vast 
range of sensors, the employee’s data, historical 

data on energy consumption, CO2 emissions per 

office segments, historical data on employees’ 
routine/preferences, the aerOS pilot 5 intelligence 

system (i) shall select the appropriate room and 

most suitable seat(s), and instantly direct the 
employee to pick from the alternative seats 

proposed through the use of a Mobile App. (ii) 
Shall exploit the sensors data to actuate 

appropriately the ventilation, heating and air-

condition systems as well as control luminosity.  

Exhibit intelligent decisions 

beyond the automation 

capabilities of the existing IoT 
systems 

Yes Yes - 
demonstated 

with demo 

and KPI 5.8 
in Section 4 

of this 

document 

R-P5-9 
APIs for 3rd 

Parties/Stakeholders 
F System 

M The cloud infrastructure shall offer an API for 
third parties and/or stakeholders/customers 

enabling access to their own datasets and/or 

statistics. 

Demonstrate the existence of 

such an API 

Yes Development 
activities in 

D5.4, Section 

2.2.5 in D5.6 

file:///C:/Users/katerina/Desktop/Yes%20-
file:///C:/Users/katerina/Desktop/Yes%20-


D5.6 – Technical evaluation, validation and assessment report (2) 

 

456 

ID NAME CATEGORY TYPE PRIORITY DESCRIPTION ACCEPTANCE CRITERIA 

Cov degree Evidences 

R-P5-10 
Gateways and Base Stations 

Heterogeneity 
NF System 

M 

The gateways shall be able to provide a common 

set of services to the same type of IoT end 

devices, regardless of the gateway capabilities. In 
the same way that various protocols and sensor 

types will be onboarded in end devices, there will 

also be different types of gateways to serve either 
the same set of IoT devices (e.g., gateways that 

support the same IoT communication protocol but 

with different capabilities), or a different set of 
them (e.g., gateways that support different 

communication protocols). Also, the support of 

deployments in unlicensed-bands via the 
functionalities of 3GPP-based networks could be 

examined (i.e., N3IWF). 

Demonstrate multi-gateway 
deployment (in the scope of the 

pilot, two or more gateways 

should suffice). 

Yes NGSI-LD 

AP, which is 
exposed and 

accessible via 

KrakenD, 
enables data 

to be read 

and 

incorporated 

in NGSI-LD 

format. 
Additionally, 

data can be 

inserted to 
deployed 

services. In 

the case of 
pilot 5, 

MQTT data 

is integrated 
via a MQTT 

broker (can 

be seen in 
MVP1, 

MVP2 and 

deliverable 
D5.4). 

R-P5-11 
Web app for end user-system 
interaction 

F User 

M 
The web app will have a twofold role. It will act 

as a virtual assistant for the user to facilitate 

interaction with the system. The user will be able 
i) to declare his working desk preferences; ii) 

receive, by the system, the recommend-ed desks 

to work; and iii) reserve the desk in which he/she 

is going to work each day. 

It will also function as an in-formation and 

interaction portal for the employee. 

An interface to support the end 

user’s interaction with the 

system. 

Yes We have 

Virtual nodes 
and 

Upboards. 

Can be seen 
from 

kubernetes 

and 
individual 

machines 

R-P5-12 Occupancy policy NF System 

M The worker may temporarily leave his/her spot, 

and the sensor may mistakenly indicate that this 
spot is free. The occupancy policy may be based 

in simple timer (e.g., absence greater that a 

threshold) or a more complex set of parameters. 

False positives rate lesser than 

25% 

Partially  Web GUI 

developed 
and 

demonstrated 

with demo  

https://www.youtube.com/watch?v=6CIguTLz-Iw
https://www.youtube.com/watch?v=6CIguTLz-Iw
https://www.youtube.com/watch?v=6CIguTLz-Iw
https://www.youtube.com/watch?v=6CIguTLz-Iw
https://www.youtube.com/watch?v=7n-MBqKTYgA
https://www.youtube.com/watch?v=7n-MBqKTYgA
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Cov degree Evidences 

R-P5-13 

Message aggregation policy 

at gateway-level for lower 

overhead 

NF System 

S The gateways shall implement a message 

aggregation policy. This suits to pilot 5, since it 
does not correspond to a time-critical mission use 

case. For the implementation, it would require a 

buffering mechanism in the gateway. The 
advantage is the minimization of the network 

overhead, since most of the sensors data sizes are 

of the same order of magnitude of the 

header/trailer sizes. The policy can be fixed or 

adjustable to the tradeoff of latency/overhead. 

Proven benefits of the policy in 
terms of network overhead, 

while the policy does result in a 

latency that puts QoE below an 
acceptable level. 

Partially Data fabric 

demo in 
MVP flows 

videos 2 and 

3, together 
with 

validation in 

Section 2 of 

this 

document 

R-P5-14 

Gateway functionality for 

harmonizing heterogeneous 
data 

F System 

M The function will take as input all the data from 

all the IoT end devices and output a predefined 
format for each message. This format will follow 

the schema of a Data Model based on NGSI-LD, 

following the context information management 
standard defined by the 

Demo that receives as input 

heterogeneous data and produces 
a harmonized output. 

Yes Development 

and 
integration 

activities, 

Section 2.5 of 
D5.4 

R-P5-15 
Distributed deployment of 
workloads/services along the 

continuum 

F System 

M 

Demo that receives as input heterogeneous data 

and produces a harmonized output. 

Efficient distribution of 

workloads (e.g., ensure that a 
great number of services are not 

deployed on the cloud, edge IEs 

run only the needed services, …) 

Yes Demo and 

video of pilot 
5 

R-P5-16 

Data Interoperability F System M NGSI-LD facilitates data interoperability by 
creating data models and semantic technologies, 

enabling this way the smooth integration and 
exchange of of sensor data from various sources. 

Creation of NGSI-LD Data 
models 

Yes At specific 
timestamps 

all the sensor 
send together. 

Can be seen 

on the mqtt 
feed. In D5.6 

validation 

activities 
evidencing. 

R-P5-17 

Meta-operating system 

deployment Portability 

 

F 

System M Smart GW enhanced with 5G connectivity should 

be also able to be integrated and orchestrated 

within aerOS IE even though is located at a 
completely different network 

Demonstrate UE integration 

within aerOS IE 

Yes Schema 

standarized 

that data 
fabric uses to 

trandform 

data to 
ngsild. This 

can be seen 

on the 
automations 

of HA. – 

D5.6 

R-P5-18 Data privacy annotation F 

System S Enable authorization rules based on data based on 

their disclosure annotation in case they provide 

sensitive information regarding working 
conditions 

Sensitive data collected 

annotated with appropriate tags 

Partially Video and 

Section 2 in 

D5.6 

https://www.youtube.com/watch?v=GTOq_1X11u0&pp=0gcJCQMKAYcqIYzv
https://www.youtube.com/watch?v=GTOq_1X11u0&pp=0gcJCQMKAYcqIYzv
https://www.youtube.com/watch?v=GTOq_1X11u0&pp=0gcJCQMKAYcqIYzv
https://www.youtube.com/watch?v=GTOq_1X11u0&pp=0gcJCQMKAYcqIYzv
https://www.youtube.com/watch?v=7n-MBqKTYgA
https://www.youtube.com/watch?v=7n-MBqKTYgA
https://www.youtube.com/watch?v=HZeAmScHg88
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R-P5-19 Identity management F 

System M As APIs and possible GUIs will be accessible 

across the IEs federation, identity management 
should provide enable access control point and 

provide tokens that can be leveraged for 

user/application operational capabilities 

Identity system based on well-

defined standards (OpenID-
SSO) integrated. 

Yes Data products 

and their 
specifications 

are on 

management 
portal 

R-P5-20 
Cybersecurity policies 

definition & enforcement 
F 

System S A multitude of services will be deployed enabling 

both access to IE resources and to deployed IoT 

services. Access to both of them should be firmly 
and with granularity controlled. 

Integrate capabilities services 

while accessing resources within 

IE. 

Partially MVP v2and 

pilot demo in 

Valencia 
final event 

R-P5-21 Traceability F 

System C As the system exposes IoT data and services 

manipulation that can determine working 
conditions and errors or malign activities can have 

consequences, it is critical to track decisions to 

recognize possible procedure errors or “bad 
intentions” 

Service endpoint which can 

provide traceability information 

Yes MVP v2and 

pilot demo in 
Valencia 

final event 

 

 


